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Abstract—The perception of moving objects is crucial for
autonomous robots performing collision avoidance in dynamic
environments. LiDARs and cameras tremendously enhance scene
interpretation but do not provide direct motion information and
face limitations under adverse weather. Radar sensors overcome
these limitations and provide Doppler velocities, delivering direct
information on dynamic objects. In this paper, we address the
problem of moving instance segmentation in radar point clouds
to enhance scene interpretation for safety-critical tasks. Our
Radar Instance Transformer enriches the current radar scan with
temporal information without passing aggregated scans through a
neural network. We propose a full-resolution backbone to prevent
information loss in sparse point cloud processing. Our instance
transformer head incorporates essential information to enhance
segmentation but also enables reliable, class-agnostic instance
assignments. In sum, our approach shows superior performance
on the new moving instance segmentation benchmarks, including
diverse environments, and provides model-agnostic modules to
enhance scene interpretation. The benchmark is based on the
RadarScenes dataset and is available at https://doi.org/10.5281/
zenodo.10203864.

Index Terms—Radar Perception, Semantic Scene Understand-
ing, Object Detection, Segmentation and Categorization, Deep
Learning in Robotics and Automation

I. INTRODUCTION

HE safe navigation of autonomous vehicles in real-world

environments depends on the reliable identification of
moving objects. The knowledge about which part of the
environment is moving and how many agents are present is
essential for reliable future state prediction and path planning.
This holds for mobile robots, offroad vehicles, and self-driving
cars alike. Often, a redundant sensor setup of autonomous
vehicles with different modalities is used and aims to reduce
the risk of critical malfunctions. The advantages of individual
sensors such as cameras, LiDARs, and radars should be
considered to enhance the overall scene interpretation. Radar
scans are affected by noise due to multi-path propagation, ego-
motion, and sensor noise. At the same time, radar sensors
are more robust to adverse weather conditions than cameras
and LiDARs, thus essential for safe autonomous mobility.
Furthermore, radar sensors measure the Doppler velocity and
provide the radar cross section values, which depend on
the material, the surface, and the geometry of the so-called
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Fig. 1: Our method combines moving object segmentation (b) and in-
stance segmentation (c) to solve the panoptic task of moving instance
segmentation from sparse radar point clouds (a). The reference image
in (d) illustrates the scene and includes privacy-preserving colored
masks. In the image of the point cloud (c), each color represents a
different instance of moving objects (static is grey). The colors in (c)
and (d) correspond if the object is visible.

radar detections, which could help to identify moving agents
accurately [87].

In this paper, we tackle the problem of moving instance
segmentation in sparse and noisy radar point clouds. This
requires differentiating between moving and static parts of
the surrounding and separating individual agents. The task
combines instance segmentation and moving object segmen-
tation to a panoptic problem, including the differentiation of
object instances, such as parked from moving cars. For many
tasks, the information if an object is moving in combination
with the velocities is often sufficient, substantially simplifying
the labeling efforts. For radar data, the identification of the
corresponding class is especially difficult and relies on syn-
chronized LiDAR or camera data. However, semantic classes
of the objects include additional information that can help
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to differentiate between nearby instances and enable class-
dependent clustering. While semantic information could be
exploited to reason about the mobility of objects, it also
entails the so-called “long-tail” problem; i.e., no matter how
much data we collect, we will always have classes that are
underrepresented or not even covered by the training data.
Moving or non-moving instances are essential for autonomous
driving and allow it to potentially cover the aforementioned
long-tail classes.

State-of-the-art methods often address the task of mov-
ing instance segmentation separately as moving object seg-
mentation [[12] and instance segmentation [43]. Moving ob-
ject segmentation approaches pass aggregated scans [12} [34]]
through the whole network, which induces latency and is
disadvantageous for a task requiring immediate feedback
such as collision avoidance. Recent instance segmentation
approaches [62, [72| [80] work on single inputs, neglecting the
temporal information, and do not differentiate between moving
and static objects. Our approach aims to overcome this.

The main contribution of this paper is a novel approach
that combines moving object segmentation and instance seg-
mentation within a single network and accurately predicts
moving instances in sparse and noisy radar point clouds.
Our approach, called Radar Instance Transformer, predicts
for each point in the input radar scan if it is moving or
static and assigns an instance ID to each moving detection.
To reliably identify moving instances, we efficiently incorpo-
rate the temporal information within the single current scan
by our sequential attentive feature encoding module without
passing aggregated scans through the whole network. We
optimize the network architecture by processing the point
cloud with the original resolution throughout the network to
keep as much information as possible and enrich the points
with high-level features. We utilize local and global attention
to include instance information and propose a graph-based
instance assignment to improve performance. In contrast to
typical LiDAR approaches, our individual modules tackle the
challenges of the sparsity and noise of radar point cloud
properties that make radar data interpretation comparably hard.
Besides, we extend the RadarScenes [64] dataset and transfer
it into the first moving instance segmentation benchmark for
point clouds.

In sum, we make five claims: First, our approach shows
state-of-the-art performance for moving instance segmentation
in sparse and noisy radar point clouds without passing multiple
scans through the whole network. Second, our sequential atten-
tive feature encoding extracts valuable temporal information
by enriching the features of individual points to enhance
accuracy. Third, our attentive instance transformer head is able
to incorporate essential instance information, which improves
the overall performance. Fourth, our attention-based graph
partitioning enhances instance assignments without requir-
ing class-dependent information. Fifth, our backbone enables
valuable feature extraction for sparse radar point clouds by
processing the full-resolution point cloud, i.e., the original
number of points throughout the network.

II. RELATED WORK

Moving instance segmentation in point clouds unifies mov-
ing object segmentation [15| 34, 36 46, 48| 58| 169] and
instance segmentation [11} 28] 42, 51}, 162 [72]] and can be
solved as panoptic segmentation [40} (60, 68]. Besides, the task
also benefits from semantic segmentation [38, |61} (82} |83] (84}
89, 93] and scene flow estimation [4, 20, 119, [35} |67, [76]. To
briefly summarize the extensive literature, including the dif-
ferent tasks, we distinguish between projection-based, voxel-
based, point-based, and transformer-based approaches with
and without considering temporal information.

Projection-based methods [12| |18}, 47, [77, [78] transfer the
point cloud into frontal view images or 2D range images
to exploit convolutional neural networks (CNNs) [39]. These
approaches enable effective processing of the 3D data and also
leverage the tremendous architectural advances in image-based
perception. Current approaches [12} 34} |69] process the aggre-
gated residual images of previous scans of 2D range images to
include temporal information. The aggregation of scans results
in repeating computations of individual scans throughout the
whole network, which is computationally disadvantageous.
Several approaches [48, 159, 91} 132] utilize a polar bird’s-eye-
view representation to enhance performance and account for
the changing distribution of the points along the radial axis.
However, projection-based methods face several limitations,
including discretization artifacts and back projection errors,
which can harm accuracy. The loss of information is imprac-
tical for radar data since detections are sparse.

Voxel-based methods [16, [59! [96] mitigate back projection
errors by maintaining 3D information of the point clouds.
Since not all voxels are occupied, state-of-the-art methods
such as Softgroup [72]], SSTNet [42], and HAIS [L1] utilize
submanifold sparse convolutional networks [25] to extract dis-
criminable features from spatially-sparse input data. Choy et
al. [16] and Mersch et al. [46] incorporate temporal informa-
tion by aggregating scans over time and processing the point
cloud throughout the network, which increases the computa-
tional burden. Recent methods [40, 159] incorporate multiple
representations, such as bird’s-eye-view representation [91]
with fine-grained voxel features to reduce runtime and improve
accuracy. Despite the tremendous progress and encouraging
results, voxelization inherently introduces discretization arti-
facts and information loss, which is especially harmful to the
targeted processing of sparse radar point clouds [87].

Point-based methods overcome the lossy encoding of afore-
mentioned paradigms by directly processing the point clouds
and keeping the spatial information intact. The pioneering
work of Qi et al. [56] utilizes shared multi-layer percep-
trons (MLPs) to process the point cloud and aggregate nearby
information to capture local structures by max pooling opera-
tions. Multiple approaches [55} 63| [75]] adopt the hierarchical
feature extraction from larger local regions of the successor,
PointNet++ [57]], to capture strong local structures in point
clouds. Schumann et al. [63] aggregate multiple radar point
clouds for semantic segmentation and improve the approach
by adding a memory module and additional features [65]. In
contrast, HARadNet [22] drastically restricts the region of
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Fig. 2: The detailed design of each module of our Radar Instance Transformer. (a) The sequential attentive feature encoding module combines
the pose-aligned point clouds and their corresponding features using the current scan into a featurized point cloud, where the features encode
temporal information. (b) This aggregated feature volume is then processed in a multi-pathway transformer backbone, where the transformer
layers process the information at different resolutions and aggregate per-point features. (c) The per-point features are then used to estimate

the semantics PMOS
the number of points and feature channels.

interest to the near field to simplify the task and exploits
additional properties to improve radar-based instance segmen-
tation. However, for sparse outdoor data, the aggregation of
multiple scans is key to including temporal information and
extracting valuable features from the surrounding. Neverthe-
less, the processing of aggregated point clouds through the
whole network comes with an increased computational burden.

Another way to exploit stronger connections of the individ-
ual points is graph-based methods [38, [74, 194] conducting
message passing on the constructed graphs. Furthermore,
graph convolutional networks [[14, 60] enable the extraction of
valuable information within growing receptive fields. However,
to reduce the computational burden, the graph representations
use super-voxels [27, [66] or over-segmented clusters [60]
to combine local areas, which are inappropriate for sparse
point clouds where single detection can represent complete
instances.

In contrast, kernel-based convolutions [15} [23] 70, |84]] pro-
cess point clouds on a per-point basis and extract features for
individual points. State-of-the-art approaches [24, 37] extend
these methods with class-dependent post-processing steps to
achieve competitive results, which are often inappropriate for
moving instances segmentation, including different agents,
without having different class labels.

Transformer-based methods exploit the self-attention
mechanism [44, 71}, 81l |85] and achieve remarkable results
within various tasks, from natural language processing [7} [71]]
to computer vision [[10, [13| 21} [86] and point cloud under-
standing [26), 153} 162, 167} 82} 189} 93]

Zhao et al. [93] utilize vector attention [92] to enable
an individual weighting of the feature channels and propose
trainable positional encoding [41]]. Lai et al. [82] optimize the
transformer architecture with a stratified key-sampling strategy
to enlarge the effective receptive field, introduce contextual
relative positional encoding to keep fine-grained position
information throughout the network and use KPConv [70]
as the first layer embedding to enhance accuracy. Zeller et
al. [87] propose an optimized transformer architecture to

and perform graph partitioning for instance alignment based on the global similarity quantity S&'°P. The tuples denote

extract features for semantic segmentation of sparse radar point
clouds but only consider a single scan.

In contrast to the related work, we propose in this sub-
mission a novel architecture inspired by self-attention to
efficiently include temporal information and conduct per-point
attentive graph-based instance assignments to solve the new
task of moving instance segmentation. Our Radar Instance
Transformer captures complex structures in noisy and sparse
point clouds and extracts valuable features by enriching the
information of individual points of the current scan. Fur-
thermore, we are able to include local and global instance
information to achieve state-of-the-art performance in moving
instance segmentation of radar data.

III. OUR APPROACH TO MOVING INSTANCE
SEGMENTATION IN RADAR DATA

Our goal is to achieve precise moving instance segmentation
in a sequence of noisy, sparse radar point clouds to enhance
scene interpretation of autonomous vehicles. Fig. 2] illustrates
the overall architecture of our Radar Instance Transformer,
which is a point-based framework and builds upon the self-
attention mechanism [71]. We incorporate temporal relation-
ships in a computationally efficient way to enrich the features
of the current point cloud, as detailed in Sec. We
furthermore propose a new backbone, processing the full-
resolution point clouds throughout the network to extract
valuable features and omit information loss in Sec. We
utilize local and global information derived from self-attention
to optimize the panoptic task of instance association and se-
mantic segmentation, which we explain in Sec. Finally,
our graph-based instance assignment, detailed in Sec.
incorporates global instance information to enhance accuracy.

A. Sequential Attentive Feature Encoding

The temporal information is essential to enhance scene in-
terpretation in sparse and noisy radar point clouds. Especially
for moving instance segmentation, the temporal relationship



helps to identify agents reliably. Additionally, temporal de-
pendencies support the differentiation of moving and static
detections, including noise directly definable in the temporal
domain due to the often changing appearance in sequences
of scans. In contrast to other approaches [34} 46] that pass
multiple point clouds through the whole network, we propose
the sequential attentive feature encoding (SAFE) module to
efficiently enrich the features of a single point cloud with
temporal information. Therefore, we only pass the current scan
through the whole network and do not increase the number of
points that need to be processed by the network, whereas the
previous scans are only processed within the SAFE module.
The goal is to adaptively combine the temporal information of
the previous scans with the features of the current point cloud,
hence reducing the computational burden but still keeping
important information.

The input to our SAFE module is the current scan P* at
time ¢ and T previous scans P!~ ... P!~1 of a sequence
of radar scans, as depicted in Fig. 2| The current scan P?
includes the point coordinates P* = [py,...,py]’ € RV*3
and point-wise features X! = [xj,...,xy] € RNXD,
where p; € R? and x; € RP for N points. The point-wise
features comprise the radar measurements for the individual
detections, including velocity, position, and radar cross section,
resulting in the input feature dimension D. We aggregate
the previous scans into a single scan, which comprises the
Ni—7 + ---+ N;_1 points of all the combined 7" scans with
point coordinates PP and point-wise features XP. We keep
the original number of points for each individual point cloud.
To align the previous scans with the current scan locally,
we assume that the homogeneous relative pose transformation
H! , € R** between point cloud P! and P!~ is given.
The alignment helps to combine the information of the related
instances over time and supports the identification of noise
within a sequence of scans. The transformation can be derived
from GPS, online SLAM algorithms [2| 16l 9l 90], or using
wheel encoders and inertial measurement units. In our work,
we use the provided vehicle odometry and DGPS information.

Since the data association of individual radar points within
unprocessed point clouds is difficult [79] |82]], we first process
the point-wise features of the current scan X* and the features
of the previous scans XP with a KPConv layer [70] to
extract higher dimensional features x; € RP1. The aggregated
features of the previous scans and the features of the current
scan are processed by a separate KPConv layer. The resulting
features are still point-wise features with dimension D;. To
adaptively combine the features and extract temporal informa-
tion, we introduce an intra-attention module that is inspired by
the Point Transformer layer [93]]. We first encode the features
of the previous scans X? as values V and keys K and the
features of the current scan X* as queries Q as follows:

Q=X'Wg, K=X'Wg, V=X'Wy. (1)

The matrices Wq € RP*P2) Wy ¢ RP1xP2 and
Wy € RP1XDP2 are learned linear projections. We increase
the feature dimension of the encoding to D, to enable fine-
grained information aggregation. Since temporal information

is present within the local neighborhood, we restrict the intra-
attention of the current scan and the aligned previous scans
to local areas. To determine the local areas, we calculate
the k-nearest neighbors (kNN) with & = N' for the points
in the current point cloud P* within the aligned past point
clouds PP. This results in the combination of the respective
detections over time. To extract the related information of the
queries, values, and keys within the local areas, we utilize
the sample and grouping algorithm [57] resulting in Q*, K*,
and V* € RN*N'xD2 The queries comprise the repeated
entries of the current point cloud, and the keys and values
include the encoded features of the past point clouds, which
belong to the corresponding local neighbors of the N points
of the current point cloud. To further include the relative
positional encoding [93]], we determine the relative positions
within the local areas of the two point clouds where p; € P*
and p; € PP resulting in:

rij = Pi — Pj- ()

Based on the relative positions r; ;, we compute the po-
sitional encoding R € RN*N'*Dz by an MLP, including
two linear layers with weight matrices Wg, € R3*3 and
Wrp, € R3%DP2 patch normalization [33], and rectified linear
unit (ReLLU) activation function [49]. To calculate the attention
weights A € RV*N "*D2 for the individual points i, we adopt
vector attention [92]] and subtract the encoded keys of the
past point clouds from the encoded queries of the current
point cloud where QF, K* € RY'*P2_ Similarly, we add the
relative positional encoding R; to include fine-grained position
information in the weighting. Hence, the attention weights
connect the detections in the current scan with the detections
in the aligned previous scans, which we determine as follows:

A; = softmax((Q} — K}) + Ry), 3)

where we apply the softmax function to each feature of
the points within the local area individually. We process the
resulting attention weights by a multi-layer perceptron with
two fully connected layers, where each layer is followed by
batch normalization [33]]. To aggregate the weighted features
Xtemp which comprise the temporal information of previous
scans encoded as values, we calculate the sum of the element-
wise multiplication, indicated by ©, as:

NI
X =3 A © (V] +Ray). 4)
j=1

Additionally, we include the positional encoding [93] be-
cause it provides valuable information about the local areas
and their appearance over time. Static objects remain in the
same location, whereas moving objects change position within
a sequence of scans, which both can be represented within the
positional encoding. To combine the information within the
current scan, we concatenate the temporal features Xte™mP ¢
RV *D2 and the features of the current scan X! € RV *D1 after
the KPConv layer resulting in the temporal enriched features
XSAFE ¢ RNX(D1+D2) of our SAFE module. Besides the
features, the output point cloud PSAF® includes the point co-
ordinates PSAFE where PSATE — P! The point coordinates



are not processed to include fine-grained position information
within the consecutive network. The SAFE module is model
agnostic and can be applied to different backbones.

B. Backbone

The motivation behind our backbone design is to keep the
full resolution, i.e., the original number of points throughout
the network, and thus avoid information loss and extract valu-
able features from sparse radar scans, as illustrated in Fig. [2]
Contrary to the widely-used U-Net [57, 93] with an encoder-
decoder architecture including skip connection, we process
the full-resolution point cloud in parallel to the downsampled
feature maps and enrich the information in the original point
cloud with high-level features. In contrast to 3D LiDAR scans,
the sparsity of radar data enables processing full-resolution
point clouds but also requires keeping as much information
as possible to enhance performance. To handle the changing
number of points in radar scans, we adopt the advanced
batching algorithm [93] to always keep the original number
of points. Compared to the first parallel network for image
analysis, the HRNet [73], we reduce the processing of the
high-level features to a minimum and do not keep the parallel
tracks throughout the network. Considering that the processing
of these features is computationally expensive, HRNet reduces
the input size to keep the parallel feature extraction, which is
in contrast to our approach that preserves the information of
the point cloud.

The input point cloud PSAFE of our backbone includes
the temporally enriched features XSAFE and the position
information P*? of the current scan. The dimension of the
features for the stages Sp with L =1,...,4 are Dg,, where
Ds, = (Dl + Dg), Ds, = 2Dg,, DSg = 2Dg,, and
Dg, = 2Dg,. The individual building blocks of our backbone
are the commonly used transformer blocks as well as up-
and downsampling layers. The stages Si, Sa, S3, and Sy
comprise 6, 4, 2, and 1 transformer blocks, respectively. The
transformer block is a residual block that follows the design
of the Stratified Transformer block [82], where we replace
the window attention with the Point Transformer layer [93]]
since it is computationally more efficient. Within the block,
we first process the input features by layer normalization [3]]
before feeding the features and position information into the
transformer layer. The resulting output is processed by two
fully connected layers, including the Gaussian error linear
unit [29] activation function and layer normalization. We add
the features of the residual path to the updated features to
determine the output features.

The transformer layer adopts the architecture of the Point
Transformer layer [93] and follows the implementation of
our SAFE module. We utilize the inter-attention operation
and encode the features XSAFF ag values, keys, and queries
following Eq. (I). In contrast to our SAFE module, we do not
increase the dimension of the encodings by the learned linear
projections, hence we set the dimension D; and Dy of Wy,
Wk, and Wy to Dg,. We determine the local areas within
the current point cloud based on the kNN algorithm with
k = N'. To align the queries and keys within the local areas,

we utilize the sample and grouping algorithm, as mentioned
in Sec. We calculate the positional encoding by an
MLP, including two linear layers, batch normalization [33],
and ReLU activation function [49]]. We adjust the output
dimension of Wpg, to Dg,. The relative position changes
to r;; = p; — p; where p;,p; € P', to include detailed
position information of the current scan. We calculate the
final output features of the transformer layer based on Eq. (@).
The point coordinates are not further processed to keep the
information intact and improve the features with fine-grained
position information within consecutive blocks.

For the downsampling, we utilize the commonly used far-
thest point sampling with k nearest neighbor (KNN) search
with & = N and max pooling [57]. The top level does
not include downsampling since we want to keep the original
number of points. From stage Sy, to stage S;.1, we sample
Ns,., points from Ng, points where Ng,. , = Ng, /2.
We reduce the cardinality of the point cloud by a factor
of 2 instead of 4 [57, 93] to keep more information since
radar point clouds are sparse, resulting in [N, N/2, N/4, N/8§]
points for the four stages, where N is the number of points in
the current scan. Based on the local areas, we aggregate the
features and process them by a linear layer with weight matrix
Wiown € RPs1*Psiir where Dg, , = 2+ Dg, and layer
normalization. Afterward, we apply max pooling to derive the
high-level features of the downsampled point cloud and pass
the features and the point coordinates of the sampled points
to the consecutive stage.

For the upsampling, we adopt the trilinear interpolation
based on an inverse distance weighted average [57]. We
determine £ = 3 neighbors of the points of stage Sp_;
within the downsampled points of stage S, based on the kNN
algorithm. We process the features of stage Sy, by a linear layer
with W¥ € RPs.*Psi—1 where Dg, , = Dg, /2 and layer
normalization to adjust the dimensions of the features of the
two stages. We interpolate the resulting features and add them
to the features of the current stage Sy, which we addition-
ally process by a linear layer with Wb € RPs1-1%Ps1
and layer normalization. The upsampled features are processed
within the succeeding stages to integrate the information
iteratively. Subsequently, we add high-level features to the
full-resolution point cloud of stage S; to derive the final
output features of our backbone X® € RV *Ps1 The advanced
network architecture enables the extraction of valuable features
for sparse radar point clouds to enhance performance.

C. Moving Instance Transformer Head

Our moving instance transformer head combines moving
object segmentation with instance segmentation to derive the
final panoptic output, as detailed in Fig. |2} For moving instance
segmentation, currently moving agents, such as cars, bikes,
and trucks, belong to the same moving class without further
differentiation. For many tasks, the information of being a
moving object in combination with the velocities is often
sufficient, simplifying the labeling efforts. However, state-
of-the-art approaches for panoptic segmentation and instance
segmentation rely on specific semantic labels to enhance



accuracy [11} 241 140, [72]]. To overcome current limitations and
further incorporate instance information, we propose a new
attention-based module to reliably identify moving instances
in sparse and noisy radar point clouds.

First, we predict the per-point moving object segmen-
tation (MOS) class PMOS = [pMOS pNOS1" where
p%-“os € {static, moving} using a multi-layer perceptron. To
identify points belonging to the same instances, our idea is
to deduce an attentive similarity quantity S; ; € R based on
the self-attention mechanism. Therefore, we process the output
features of the backbone X" by two linear layers to encode the
features as keys K° and queries Q°, with ng € RPs1xDs,
and WY € RPs1%Ps1 following Eq. (I). Since global atten-
tion is expensive to compute within the complete point cloud,
we restrict the computation to local areas, which we determine
by kNN with k = N We aggregate the local neighborhoods
by sample and grouping, resulting in Q"*, K* ¢ RN*N"x51
as explained in Sec. We calculate the relative positions
within the resulting local areas following Eq. (Z), where
pPi, P; € P'. We reduce the dimensionality of the relative
positional encoding R? by a linear layer with weight matrix
Wb € R**! and ReLU activation function [49] to include
the position information. To derive a scalar value for the
local similarity quantity, we calculate the dot-product attention
Aloc ¢ RN*N" for the keys and queries, resulting in:

loc __bx* bx T b
Ay =QK T + R o)

The goal is to have local similarity quantities close to 1 for
points within the local area that belong to the same instance
and values close to O for different instances. Therefore, we
replace the softmax function with the sigmoid function to
determine the final local similarity quantity S'°¢ as:

1
loc __ _: : locy __
S,% = sigmoid(A;%)

= (6)
1+ exp(—Afj‘?)

The resulting local similarity matrix S'°¢ € RV*N" in-
cludes a similarity quantity for all N points of the current
point cloud. The ground truth of the local similarity matrix
can be directly derived from the indices of the kNN algorithm
and the ground truth instance IDs. Since the focus is to
extract valuable information for moving instances, we set the
similarity quantity for points within the local area that both
belong to the static class to 0, which we elaborate in more
detail in Sec.

The restriction to local areas induces the problem that
often not all points that belong to one instance have an
attentive similarity quantity. To overcome this limitation, we
introduce the global attentive similarity quantity S&°P for
moving detections. Hence, the second part of our instance
transformer head combines the prediction of the moving object
segmentation and the approach of our local similarity quantity.
Since computing the global similarity, including all points,
comes with a large computational burden, we first select
the N™°V points that we predict as moving. In contrast to
Cheng et al. [13], we select all moving predictions, not just
those predicted within the same mask. We already encoded
the features as keys K® and queries QY for the local attentive
similarity such that no additional encoding is required. We

sample and group the global moving predictions for the queries
and keys, resulting in Qb** KU** e RN™"XN""x51 we

use the dot-product to derive the global attention weights
Aglob ¢ RNTOVXN™Y o

Azg’lj()b :Qb**Ki):kj*T (7)

]

We remove the relative positional encoding because the
values largely differ in magnitude and, at least in our ex-
perience detailed in Sec. do not provide important
information to differentiate instances in the global context.
We follow Eq. to calculate the final global similarity
quantity Sgl°P ¢ RN XN™" ‘We construct the ground truth
matrix for the global similarity matrix based on the semantic
predictions of the moving instance detections. The attentive
similarity modules are differentiable and can be learned in
an end-to-end manner. We emphasize that our attention-based
similarity quantity encodes essential information for moving
instance association and moving object segmentation in noisy
radar point clouds. Further, the local attention mechanism
includes the noise in the ground truth and directly penalizes
the association of noise with an instance, which is beneficial
for radar data processing. Incorporating global information
supports the extraction of discriminative features, especially
for sparse point cloud processing. The computation of the local
and global similarity quantities is model agnostic and can be
combined with different backbones.

D. Graph-based Instance Assignment

The final part of our instance transformer head is the graph-
based instance assignment module. It utilizes the predictions
PMOS and the global similarity matrix S&'°P, which includes
a similarity quantity for each pair of moving predictions to
derive the final instance IDs. The key idea is to overcome
the limitations of the direct assignment since the global
similarity matrix may include multiple instance assignments
and different similarity quantities for different instances, which
are difficult to solve. Furthermore, we want to remove the
class dependencies mentioned in Sec. to derive the final
instances.

We first construct a radius graph G = (V, E) based on the
prediction of moving detections and the position information
to take into account that sparse and noisy radar point clouds
differ in density. The moving points represent the vertices
V = {1,...,N™°} of the graph. We derive the set of
m edges E by connecting each moving point with the neigh-
boring points, which lie within the spatial radius 7. The result-
ing graph can be represented by the square adjacency matrix
Al ¢ RNTXNT C\where A?;J =1, if ||p; — pj|| <r and
otherwise Aj‘;J = 0. To derive the instance IDs, we partition
the graph into V4,..., V} disjoint subgraphs, where k' is not
given in advance because the number of instances within a
scan is unknown. Based on the constructed graph, our idea is
that individual instances have highly interconnected nodes and
points belonging to different instances are sparsely connected.
To exploit this property, we partition the graph by maximizing
the modularity via a spectral approach [50]. The modularity
depends on the number of edges falling within clusters minus



the approximated expected number of random edges in an
equivalent network. For the case of two clusters and s; = 1, if

vertex ¢ belongs to the first cluster and s; = —1 if it belongs
to the second one. The modularity is:
1 adj  Kkik;j

where k; and k; are the degrees, the number of edges incident
to a vertex, of the corresponding vertices. The adjacency
matrix A??J contains information about the actual number

of edges, and the factor kQ:fLJ is the approximated expected
number of edges between vertices ¢ and j if the edges are
placed randomly. The modularity can be further expressed by

: . o aadj kik; A
the modularity matrix B; ; = A; 7 — 5.2 as:

€))

where s is the vector of the elements s;. To correctly divide the
network into more than two clusters, we construct a modularity
matrix B¥"P for each subgraph resulting in:

kik;
2m

1
Q= — s'Bs,
4m

sub

sub __ adj _ L. _
Bl = A hig

—6ij {kf“b ] (10)
where k5" is the degree of the node i within the subgraph,
d*"® is the sum of all degrees k; of the nodes in the specific
subgraph, and d; ; is the Kronecker delta, which is 1 if both
nodes belong to the same subgraph and zero otherwise. We
calculate the subgraph modularity Q%" following Eq. @]) to
determine the additional contribution to the total modularity Q).

The modularity matrix B always depends on the adjacency
matrix A®Y. Since the plain radius graph leads to intercon-
nections of nearby instances, represented in A*%, we optimize
the cluster assignment by including additional information
about the vertices. Our global attentive similarity matrix S&!°P
directly provides this valuable information since the similarity
quantities differentiate between instances. Hence, we calculate
the element-wise product of both matrices as:

Al =89 0 A, (I

to resolve the issue and derive the final attention-based
adjacency matrix Az?tjn for the instance assignment. The
modularity, which now incorporates the additional instance
information, is maximized by the vertex moving method to
reach the best possible modularity. The optimization stops
if any proposed split for all the subgraphs has a negative
or no effect on the modularity. The final partitions represent
our instance IDs. The partitioning is class independent and

incorporates attention-based instance information.

IV. IMPLEMENTATION DETAILS

We implemented our Radar Instance Transformer in Py-
Torch [54] and train our network with one Nvidia A100 GPU
and a batch size b of 64 over 100 epochs. We utilize the
AdamW [45] optimizer with an initial learning rate of 0.001
and drop the learning rate by a factor of 10 after 60 and 80
epochs to train our model. We use the binary cross-entropy
loss to learn the local S'°¢ and global S&!°P similarity matrix

for instance association. For the semantic output, we utilize
the focal Tversky loss [1].

The individual scans, which are the input to our network,
are sparse radar point clouds with N points and feature
dimension D. The RadarScenes [64] dataset comprises two
spatial coordinates and the Doppler velocity, whereas the
View-of-Delft dataset [52]] also includes the elevation infor-
mation. The radar sensors are often defined as 2+1D and
3+1D radars, respectively. Each sequence consists of 7"+ 1
scans, and the batch size b is the number of input sequences.
For RadarScenes, we extend the coordinates :vic, yic with the
coordinate z& = 0 to apply the pose transformation mentioned
in Sec. In addition to the position information and the
Doppler velocity v;, the radar sensors provide the radar cross
section ¢;, resulting in input vector x; = (2§, y¢, 25, 0y, v;).

We first increase the per-point features to D; = 16 before
we apply the intra-attention. We increase the dimension in
our SAFE module and set Dy = 32 resulting in an output
feature dimension of 48, which is kept for the full-resolution
stage Dg, = 48 and gradually increased to Dg, = 96,
Dg, = 192, and Dg, = 384 during downsampling. We
set Nl = N4 = N@ = 12, where N! represents the local
area in the transformer layers, N the local neighborhood
for downsampling, and N® the local area for the attentive
local similarity quantity. The input sequence consists of the
current point cloud and 7' = 2 previous scans, which we
further elaborate in Sec. We pad missing previous scans
as zeros to always include 7"+ 1 scans as input. The padded
scans comprise a set of 1,024 points where we set the
features to zero. The padding is adopted until 7'+ 1 scans are
available. To reduce overfitting during training, we apply data
augmentation [84]], including Gaussian jittering (variance of
0.01), scaling [x0.95, x1.05], shifting (+0.1 m), and random
flipping of the point cloud.

V. EXPERIMENTAL EVALUATION

The main focus of this work is to achieve reliable mov-
ing instance segmentation in sparse and noisy radar point
clouds. We present our experiments to show the capabilities
of our method and to support our key claims, including
that our approach achieves state-of-the-art performance in
moving instance segmentation without processing multiple
scans throughout the whole network. Our sequential attentive
feature encoding module improves accuracy by efficiently
incorporating temporal information. In addition, the attentive
instance transformer head enhances the overall performance of
moving instance segmentation by including local and global
instance knowledge. Our attention-based graph clustering en-
hances class-independent instance assignments. The optimized
backbone architecture extracts discriminable features from
sparse radar point clouds by enriching individual detection
with high-level features.

A. Experimental Setup

We perform our evaluation on RadarScenes [64], the only
large-scale open-source high-resolution radar dataset [95] in-
cluding precise point-wise annotations for moving detections
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Fig. 3: Statistics of the moving instance segmentation benchmark based on the RadarScenes dataset. The statistics are conducted individually
for the training (a), the validation (b), and the test set (c). The top row illustrates the number of instances within a scan, and the bottom row
shows the size of the instances, which correspond to the number of points.

RadarScenes [64] training set  validation set  test set

number of scans 175,918 7,062 27,849
number of moving instances 630, 851 21,143 95,392
avg. number of points per scan 569 559 534

TABLE I: The number of scans, the number of moving instances, and
the average number of points per scan in the RadarScenes training,
validation, and test set.

for varying scenarios and different weather conditions. Addi-
tionally, we evaluate our method on the medium-sized View-
of-Delft dataset [52] to illustrate the generalization capabilities
of our method. For RadarScenes, we follow Zeller et al.
for the training, validation, and test split of the 158 annotated
sequences. We utilize the validation set to perform the ablation
studies. Furthermore, we assemble the annotations to establish
the new task of moving instance segmentation, which we
introduce in Sec. [V-B] For the View-of-Delft dataset, we
keep the original training and validation split. We transfer the
bounding box labels into point-wise annotations, including the
differentiation between moving and static instances. We utilize
the panoptic quality (PQ) [3] to evaluate the combined task of
semantic segmentation and instance segmentation. Addition-
ally, we report the segmentation quality (S5Q), the recognition
quality (RQ), and the intersection over union (IoU). To derive
a detailed evaluation, we further differentiate between the
static (stat) and moving (mov) classes.

B. Moving Instance Segmentation Benchmark

The RadarScenes [64] dataset consists of 158 annotated se-
quences split into 130 sequences for training and 28 sequences
for testing. We utilize six of the 28 sequences as a validation
set (sequences: 6, 42, 58, 85, 99, 122) as previously done [87].

The RadarScenes dataset provides individual point clouds
for the four radar sensors. The measurements are from the
near-range mode of the 77 GHz automotive radar sensors,
which cover detections in a range of up to 100 m. Two sensors

are mounted at +85° and two sensors at £25° with respect to
the driving direction. Since the directions in which the sensors
point are different, we combine the individual point clouds
into one scan based on the relative transformations to obtain
information about the surroundings of the vehicle following
Zeller et al. [87]. However, at the beginning of the sequence,
we recognized that the recordings were asynchronous. To
account for that, we only combine the intermediate point
clouds of the individual sensors until the next measurement of
an already included sensor is available. The reason is that if we
include multiple point clouds of one sensor, the pose extraction
is more erroneous because each point cloud has corresponding
pose information. Since the resulting point clouds are recorded
within a short time frame, we do not compensate for additional
movement.

We extract the time and the pose information based on
the first measurement included within the combined scan in
the common coordinate system. The scenes are represented
as a sequence of scans where each scan includes up to four
radar sensors. The semantic annotations for the moving agents
comprise the car, large vehicle, two-wheeler, pedestrian, and
pedestrian group class. We transfer the track IDs into instance
labels for the individual scans.

We summarize the number of scans for the individual
dataset splits in Tab. . With more than 200,000 scans in
total, the large-scale RadarScenes dataset enables data-driven
moving instance segmentation. To illustrate the diversity of
the dataset, we show in Fig. [3] histograms of the number of
instances within a scan and the size of the instances, which
is equal to the number of points per instance. The number of
instances within a scan displays the diversity of scenes with
changing numbers of agents. Furthermore, the small size of the
instances illustrates the difficulty of reliably detecting moving
agents within sparse radar point clouds. Moreover, 87% of
the points with an absolute ego-motion compensated Doppler
velocity larger than 0.1m/s are noise and hence belong to



model PQ mloU SQ RQ ‘ PQmov ToUmov SQmov RQmov ‘ PQstat IOUstat SQStat RQstat
Threshold |v;| > v¢ + HDBSCAN (8] 59.7 65.2 883 64.6 23.7 35.1 80.9 29.3 95.7 95.2 95.7 100.0
Threshold |v;| > v; + mean shift 57.2 65.2 904 61.0 18.7 35.1 85.1 22.0 95.7 95.2 95.7 100.0
4DMOS [46] + HDBSCAN (8] 71.3 86.0 93.1 75.0 43.7 73.1 87.3 50.1 98.9 99.0 98.9 100.0
4DMOS + mean shift 79.0 86.0 959 819 59.1 73.1 92.7 63.7 98.9 99.0 98.9 100.0
Point Voxel Transformer [89] + HDBSCAN (8] 70.3 84.7 91.8 746 419 70.7 84.9 493 98.7 98.8 98.7 100.0
Point Voxel Transformer [89] + mean shift 76.3 84.7 946 794 53.9 70.7 90.7 59.9 98.7 98.8 98.7 100.0
Stratified Transformer [82] + HDBSCAN [g] 712 87.3 92.1 755 435 752 85.2 51.1 98.9 99.0 98.9 100.0
Stratified Transformer [82] + mean shift [17] 78.4 87.3 94.8 817 57.9 752 90.8 63.7 98.9 99.0 98.9 100.0
Gaussian Radar Transformer + HDBSCAN [8] 73.2 89.1 929 773 473 79.1 86.8 54.5 99.0 99.1 99.0 100.0
Gaussian Radar Transformer + mean shift 81.1 89.1 959 84.1 63.3 79.1 92.7 68.2 99.0 99.1 99.0 100.0
DS-Net [30] 62.0 82.2 942 644 259 66.1 90.3 28.7 98.1 98.2 98.1 100.0
Mask3D 80.4 84.3 96.4  83.0 62.0 69.8 94.0 66.0 98.8 98.9 98.8 100.0
Ours 86.5 92.6 969 89.0 \ 73.6 85.7 94.4 78.0 \ 99.4 994 994 100.0

TABLE II: Moving instance segmentation results on the RadarScenes test set in terms of PQ, SQ, RQ, and IoU scores.
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Fig. 4: Qualitative results of our Radar Instance Transformer and
the Gaussian Radar Transformer (GRT) on the test set of
RadarScenes. The camera images are anonymized and just shown for
reference. The colors in the image do not correspond to the predicted
instances. The left column is from sequence 14 (fog), and the right is
from sequence 93 (rain). In the images of the predictions, each color
represents a different instance of moving objects (static is grey). The
colors in the images correspond if the object is visible.

[ moving instances

the static class. The sparsity and noisiness demonstrate that
reliable moving instance segmentation in radar data is more
challenging compared to typically used 3D LiDAR data. To
enable further research, the benchmark [88]] is available at
https://doi.org/10.5281/zenodo.10203864.

C. Moving Instance Segmentation

The first experiment evaluates the performance of our ap-
proach, and its outcome supports the claim that we achieve
state-of-the-art results for moving instance segmentation in
sparse and noisy radar point clouds. We compare our Radar
Instance Transformer to the recent and high-performing net-
works with a strong performance on different benchmarks,
including moving object [46], semantic [82, 87, 9], in-
stance [62]], and panoptic segmentation [30]. We added the
two approaches [30, based on the fact that the clustering
has to be class-agnostic because all instances belong to the
moving class. Additionally, the methods do not include range
image representations since RadarScenes does only provide
x and y coordinates. To derive panoptic labels, we extend
Mask3D [62]] with state-of-the-art post-processing for mask

(5]
Q
8
3
=
3]
=

3 static

[ moving instances

Fig. 5: Qualitative results of our Radar Instance Transformer on the
validation set of View-of-Delft. The camera images are shown for
reference. The ground truth (gt) instance labels and the corresponding
instance predictions are projected into the reference image. The
ground truth and the predictions are cropped for better visibility.

predictions [13]]. We extend the semantic and moving object
segmentation approaches with commonly
used clustering algorithms, namely HDBSCAN [8]] and mean
shift [17], to group points into instances. Furthermore, we
add a threshold-based baseline that first identifies moving
detections based on the ego-motion compensated Doppler
velocities where threshold v; = 0.92m/s and utilizes the
clustering algorithms to group the detected point into moving
instances. To reliably detect the most vulnerable road users, the
pedestrians, we have to identify instances that comprise just a
single detection. Therefore, we optimize the hyperparameters
and set the minimum cluster size for HDBSCAN to 1. For
mean shift, we optimize the bandwidth b™° based on the
overall performance on the validation set, resulting in 3.5, 4.5,
5.0, and 4.5 for 4ADMOS [46], Stratified Transformer [82],
Point Voxel Transformer and Gaussian Radar Trans-
former [87], respectively. To reliably detect larger objects,
we additionally implement an offset prediction head to
support the clustering and enhance accuracy for point-based
methods. The offset prediction head [31]] combines two fully
connected layers, batch normalization [33], and a rectified
linear unit (ReL.U) to regress offset to the instance cen-
ters. We concatenate the features of the respective backbone


https://doi.org/10.5281/zenodo.10203864

model PQmOV SQmOV RQmOV IOUH’]OV PC PQIHOV SQmOV RQmOV IOUmOV
Stratified Transformer [82]] 22.8 78.1 29.3 55.6 T=0 v 73.8 94.7 77.9 82.2
Gaussian Radar Transformer [87] 26.0 79.4 32.7 62.3 T=1 v 74.0 94.8 78.0 82.5
Ours 26.9 79.1 34.0 63.3 T=3 v 76.4 95.0 80.4 83.6
T=4 v 77.3 95.2 81.2 84.8
TABLE III: Moving instance segmentation results on the View-of- T=5 v 71.7 95.2 81.6 84.5
: s s mov mov mov
Delf‘rter CE\?Z] validation set in terms of PQ™°", SQ™°Y, RQ™", and Ours without PC 761 953 79.8 333
ToU scores.
Ours (T = 2) v 76.8 95.1 80.8 84.4

X% and the coordinates P to include fine-grained position
information. The offsets O € RM*3 point from the point
coordinates P € RV*3 to the instance centers C' € RV *3,
We derive the center based on the ground truth instance IDs
and point coordinates. The loss function for offset regression
can be expressed as follows:

N
1
Lot = =% lloi = (ei = pi)lh. (12)
=1

where N is the number of points in the current point cloud.

Our Radar Instance Transformer outperforms the existing
methods, especially in terms of PQ and IoU, as displayed
in Tab. [[Il The threshold-based baseline further illustrates the
difficulties of the task and underlines the necessity of advanced
approaches. The learning-based approaches improve IoU™°Y
by more than 30 absolute percentage points. DS-Net utilizes an
optimized instance clustering, but point-based approaches [82,
89] clearly exceed the voxel-based method, which underlines
that minimizing discretization artifacts enhances performance.
Point Voxel Transformer includes a point-based branch, which
helps to reduce the negative effect. Contrary, 4DMOS [46]]
enhances performance by aggregating scans and prediction
smoothing over time. However, the instance assignment is
difficult. We assume that the problems result from the fact
that all instances belong to the same class, which makes
offset prediction and clustering more complex. Nevertheless,
algorithms that do not depend on semantic labels are more
generally applicable and potentially cover the long-tail classes.
The dedicated mask predictions of Mask3D [62] overcome
this limitation and improve PQ. However, our Radar Instance
Transformer enhances PQ™® by 10 absolute percentage
points compared to Mask3D, which is a strong improvement.
The Stratified Transformer performs well without temporal
information. Particularly the mean shift algorithm performs
well since the restriction of a cluster of one for HDBSCAN
makes it difficult to cluster larger objects reliably. However,
even in the semantic domain, our Radar Instance Transformer
enhances ToU™°Y by more than 9 absolute percentage points,
which again illustrates the superiority of our method. More-
over, we even surpass the radar-specific method, the Gaussian
Radar Transformer [87], by more than 5 absolute percentage
points in terms of ToU™",

To further illustrate the generalization capability of our
model, we evaluate the three best-performing methods in terms
of ToU™°" on the View-of-Delft validation set. Tab. [[II] shows
the superior performance of our method compared to the
Gaussian Radar Transformer and Stratified Transformer. To
enable a fair comparison, we utilize the IoU since both base-
lines are developed for semantic segmentation. The Stratified

TABLE IV: Influence of the number of previous input point clouds
and pose compensation (PC) on the RadarScenes validation set.

Transformer achieves an IoU®*®* of 98.1, whereas the Gaussian
Radar Transformer and our method achieve an IoUS*®* of
98.4. Nevertheless, our approach enhances the IoU™Y by 1
absolute percentage point compared to the best-performing
radar-specific method and by more than 7 absolute percentage
compared to Stratified Transformer. We observe that the rela-
tive transformations to align the point clouds are more precise
in the RadarScenes dataset. We assume that this might be one
reason why the improvements are more limited, as detailed
in Sec. Overall, the approaches perform well in both
moving instance segmentation benchmarks, which is a good
starting point for future research. One possibility is to predict
the semantic labels in a cluster-then-classify approach, which
was out of the scope of this paper.

Fig. f] shows some qualitative results on the RadarScenes
test set of our approach and the Gaussian Radar Transformer.
Our approach correctly identifies the distant moving instance
in scene 14 and does not include a false positive prediction.
Furthermore, our Radar Instance Transformer works reliably
under versatile scenes, as illustrated in Fig.[6] Our approach re-
liably identifies moving instances under different and changing
scenarios. However, for the intersection scene, the measured
Doppler velocities of the agents are small, and the reliable
identification of all distant moving instances is difficult. Since
the Doppler velocity is the radial velocity of the detections,
the tangential movement is not covered. Despite that fact, the
network accurately differentiates between moving and static
agents. Furthermore, our approach identifies the oncoming
car in rainy scene 79 precisely. The scene illustrates the
handling of noise, which is best seen for the Doppler velocity
vectors for off-road detections belonging to the static class,
as depicted in the ground truth. Additionally, our approach
identifies multiple moving agents in the urban environment.
The different scenarios further illustrate the sparsity and the
changing density of the radar scan. Fig. [3] illustrates further
qualitative results on the View-of-Delft validation set of our
approach. Overall, our approach performs well despite the
various difficulties.

D. Ablation Studies on the SAFE Module

The second experiment evaluates our sequential attentive
feature encoding and illustrates that our module improves
performance by efficiently including valuable temporal infor-
mation within the features of the current point cloud. For this
experiment, we vary the number of input scans for our Radar
Instance Transformer and evaluate the pose compensation as
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Fig. 6: Qualitative results of our Radar Instance Transformer on the RadarScenes test set. The reference camera images are anonymized. The
colors in the illustration of the instance predictions (pred.) and the ground truth (gt) instances have the same color. The colors in the image
correspond if the object is visible. The results illustrate the performance within different scenes, including a rural road on a rainy day (a),
an intersection with agents crossing (b), and an urban environment with multiple agents (c).

depicted in Tab. [V} The temporal information improves the most important information to identify moving instances, lead-
performance with the best result for five additional previous ing to a slight decrease in accuracy for 7' = 3. Additionally,
scans, i.e., T' = 5. However, the training time, memory con- the pose compensation does not compensate for the relative
sumption, and runtime increase with adding more additional movement of instances, leading to false associations over time.
scans. Therefore, we select T = 2 as the best trade-off since Thus, the recent scans contain the most valuable information,
our method performs well in terms of PQ™" and IoU™®" and and the ToU™°" shows just small improvements. To verify
reduces the inference time. Furthermore, to save resources, the that the temporal information supports the identification of
training time decreases by more than a factor of two compared ~ static points, including noise, we determine the IoU**®" for
to T' = 4. The enhancement by temporally enriched features 7' = 0 and 7' = 2 resulting in 99.4 and 99.5, respectively. We
is directly visible by the increase of more than 2 absolute assume that the changing appearance of noise can be identified
percentage points by including 7' = 2 previous scans instead ~ within the temporal domain, and hence, IoU*"** improves. To
of none. Furthermore, we argue that recent scans include the elaborate on the improvement in detail, separate labels for



local similarity ~ global similarity

# (Sloc) (Sglob) Toumev PQmOV
[A] 81.6 -
(B] v 83.7 -
[C] v 83.2 75.6
[D] v v 84.4 76.8
global: with positional encoding 82.6 74.2
local: static included 82.7 74.0

TABLE V: Influence of the different components of our instance
transformer head in terms of IoU™°" and PQ™°" on the RadarScenes
validation set.

static and noise are required, which are not available.

In the second step, we remove the pose compensation,
which helps to align the previous and the current scan. Here,
the decrease in PQ™’ is small. One advantage of radar
sensors is the often higher frame rate compared to LiDAR
sensors, which leads to smaller transformations between scans.
In addition, we expect that the self-attention mechanism
adaptively controls the information exchange and helps to
extract valuable features, which underlines the advantages of
our SAFE module.

E. Ablation Studies on the Instance Transformer Head

The third experiment is presented to illustrate that our
instance transformer head incorporates important instance in-
formation and enhances the performance of moving instance
segmentation. Notably, we do not report the PQ™°" for the
models without the global attentive similarity quantity because
we cannot perform the partitioning based on the learned
weights, and thus we compare the results for this experiment
based on the IoU™°". To assess the benefits of the pro-
posed attentive similarity quantities, we remove the respective
modules for the global and local computation, as depicted
in Tab. We first remove the local and global attentive
similarity in configuration [A], which reduces the ToU™" by
2.8 absolute percentage points. In ablation [B], we add the
local attention, which already improves the IoU™®" compared
to [A]. We assume that the knowledge of which point within
the local neighborhood belongs to the same instance helps
to differentiate between instances and also to identify mov-
ing detections reliably. Compared to [A], the added global
attentive similarity in [C] improves the performance. The
global context is beneficial for identifying moving instances.
Furthermore, false positive detections of moving detection are
penalized, which enhances moving object segmentation. The
combined local and global attentive similarity [D] combines
both properties and further improves PQ™°".

To analyze our design decisions, we add the positional
encoding for the global attentive similarity. Since the relative
position grows large in magnitude in the global context, as
mentioned in Sec. we assume that the local context
is lost, which is essential to differentiate between nearby
points and hence does not improve accuracy. Additionally, we
exclude the static point from the local similarity in our method,
which means that for all static points, the predicted attentive
similarity quantity has to be 0. We presume that the focus
is clearly on moving instances, which is not the case if we

PQmOV SQmOV RQD’]OV
r=3.0 70.4 94.5 74.5
r=4.0 73.4 95.3 77.0
r=5.0 75.1 95.4 78.7
r=6.5 76.6 95.1 80.6
r=7.5 76.8 95.1 80.8
r=8.0 76.7 95.0 80.8
Ours (r=7.0) 76.8 95.1 80.8

TABLE VI: Ablation study on the graph-based instance assignment
on the RadarScenes validation set.

model ToUmey  pQ™oY
Ours + Point Voxel Transformer [89] 80.0 69.0
Ours + Stratified Transformer [82] 82.2 70.1
Ours w/o top level 81.9 73.7
Ours 84.4 76.8

TABLE VII: Ablation study on the backbone design and comparison
to recently best-performing backbones on the RadarScenes validation
set.

include the static points and thus decrease PQ™". In conclu-
sion, the instance transformer head improves performance by
exploiting local and global context to extract valuable features
from noisy radar point clouds.

F. Ablation Studies on the Instance Assignment

The ablation study presented in this section supports our
claim that attention-based graph partitioning enhances instance
assignments without class-dependent information. We evalu-
ate the hyperparameter r for the radius graph, as depicted
in Tab. Our method achieves good performance for dif-
ferent radii with the best PQ™Y for r = 7m. Compared
with the bandwidths for mean shift algorithms in Sec. [V-C|
our approach is able to utilize a larger radius. One reason
for a larger radius is that we do not use an offset prediction
and still want to reliably detect large moving instances. But
this could lead to a combination of instances, especially small
instances with nearby larger instances. However, the major
advantage of our attention-based graph partitioning is that
the global attentive similarity quantity can effectively solve
the interconnection between these instances. We additionally
evaluated the performance of the most vulnerable road users,
pedestrians, which often comprise single detections to show
that the interconnection can be reliably solved. However,
potential future work might address the changing resolution of
radar point clouds based on the distance to the sensor to refine
the instance assignment. Within the evaluated range of radii,
the PQ™°" for pedestrians remains stable at 84.7, which il-
lustrates the strong capability of our approach. In comparison,
clustering often relies on accurate offset predictions and class-
specific properties [51]] to reliably identify instances of varying
size. Hence, our attention-based graph partitioning helps to
identify moving instances reliably.

G. Ablation Studies on the Backbone Architecture

Finally, we analyze our method with respect to the ability to
extract valuable features by keeping the full resolution of the



model parameters (M)  mean runtime (ms)

Stages of our model parameters (M)  mean runtime (ms)

4DMOS [46] 1.8 14.0
Point Voxel Transformer [89] 6.2 47.1
Stratified Transformer [82] 8.0 34.4
DS-Net [30] 50.2 52.3
Mask3d [62] 39.6 85.2
Gaussian Radar Transformer [87] 8.4 24.0
Ours 3.8 31.7

TABLE VIII: The evaluation of the number of parameters and the
mean runtime of the models on an Nvidia RTX A6000 GPU based on
1000 randomly sampled point clouds of the RadarScenes validation
set.

point cloud throughout the network. The results in Tab.
verify that removing the intermediate transformer blocks on
the top levels of our model harms the accuracy. These building
blocks are the additional modules compared to the widely-
used U-Net [57, 93] architecture. Furthermore, we extend
the two best-performing non-radar-specific backbones, which
follow the U-Net architecture, with our model-agnostic mod-
ules to illustrate the advancements of our approach. The full-
resolution processing and the extraction of additional high-
level features outperform other methods. Nevertheless, our
model-agnostic sequential attentive feature encoding and in-
stance transformer head enhance the performance of the Strat-
ified Transformer [82] and the Point Voxel Transformer [89]],
which illustrates that these modules help to improve scene
interpretation in radar scans.

H. Runtime

Finally, we analyze the runtime and the number of parame-
ters of the different methods. We measured the runtimes on an
AMD Threadripper CPU with an Nvidia RTX A6000 GPU.
We utilize an optimized farthest point sampling and kNN
algorithm in C++ to speed up the inference of the algorithms.
Since the point clouds differ in the number of detections,
we evaluate 1,000 scans that are randomly selected from the
validation set. For our approach, we utilize the best-performing
configuration and include the 7' = 2 previous scans.

All results are detailed in Tab. [VIIl The mean runtime of
our approach is 31.7ms, which is equal to 31 Hz, and thus
faster than the frame rate of 17 Hz of the sensor. The Gaussian
Radar Transformer has the lowest runtime of the transformer-
based models in our experiments with 24 ms but utilizes twice
as many parameters. We argue that the runtime depends on the
different specific implementations of the respective attention
mechanism. The Stratified Transformer [82] uses a more
complex mechanism that induces further latencies compared to
the simple vector attention of the Gaussian Radar Transformer.
Additionally, we observe that the runtime scales with the
number of points. To illustrate that aspect, we calculated the
minimum and maximum runtime of our model, which are
23 ms and 221 ms, respectively. For all models, scans without
any moving object prediction do not need clustering, which
reduces runtime. However, with the increasing number of
moving predictions, our global attentive association matrix
gets more complex, and therefore, the runtime scales with the
number of points and moving predictions. Furthermore, the

Pre-processing - 5.8
SAFE 0.006 2.7
Backbone 3.8 15.7
Instance Transformer Head 0.02 1.2
Graph Partitioning - 6.3

TABLE IX: The detailed evaluation of the number of parameters and
the mean runtime of the individual building blocks of our model on
an Nvidia RTX A6000 GPU based on 1000 randomly sampled point
clouds of the RadarScenes validation set.

runtime scales with the number of 7' previous scans, which
increases to 35.3ms for 7' = 5. Future research can address
these issues to further decrease the runtime. Another option to
reduce the runtime is the replacement of the commonly used
kNN algorithm. Since the resolution of radar point clouds is
dependent on the distance to the sensor, the adjustment of
the sampling might address this limitation and additionally
improve performance.

To get an in-depth analysis, we additionally report the
runtime and parameters of the individual blocks in Tab.
We observe that the processing of the intermediate building
blocks of our backbone is suboptimal, and additional explicit
parallelization can enhance the inference time. Nevertheless,
we achieve state-of-the-art performance with an adequate
runtime, outperforming all other methods except Gaussian
Radar Transformer and DS-Net, while we include temporal
information and use fewer parameters.

In summary, our evaluation suggests that our method pro-
vides competitive moving instance segmentation in sparse
radar point clouds by efficiently including temporal infor-
mation. The attentive similarity quantities encode valuable
information and enable class-agnostic, graph-based instance
assignment, outperforming state-of-the-art approaches. Thus,
we support all our claims through this experimental evaluation.

VI. CONCLUSION

In this paper, we presented a novel approach for moving
instance segmentation in sparse and noisy radar point clouds
that shows strong performance and outperforms a large set of
baseline methods. Our method efficiently exploits temporal in-
formation and overcomes the limitations of passing aggregated
scans through the whole network. We utilize the self-attention
mechanism throughout the network to extract valuable fea-
tures and introduce attentive graph-based instance partitioning.
This allows us to successfully identify moving agents and
enhance the feature extraction by incorporating local and
global instance knowledge. We furthermore established a new
benchmark based on the RadarScenes dataset, which allows
further comparisons with future work, providing comparisons
to other methods and supporting all claims made in this
paper. The experiments suggest that the different parts of our
approach are essential to achieve good performance on moving
instance segmentation. Overall, our approach outperforms the
state of the art, taking a step forward towards reliable moving
instance segmentation and sensor redundancy for autonomous
vehicles and robots.
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