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Abstract— In this paper, we consider the problem of exploring
an unknown environment with a team of mobile robots. One of
the key issues in multi-robot exploration is how to assign target
locations to the individual robots. To better distribute the robots
over the environment and to avoid redundant work, we take into
account the type of place a potential target is located in (e.g., a
corridor or a room). To determine the type of a place, we apply
a classifier learned with AdaBoost which additionally considers
spatial dependencies between nearby locations. Our approach to
incorporate the type of places in the coordination of the robots
has been implemented and tested in different environments. The
experiments demonstrate that our system effectively distributes
the robots over the environment and allows them to accomplish
their mission faster compared to approaches that ignore the
semantic place labels.

I. I

The problem of exploring an environment belongs to the
fundamental problems in mobile robotics. There are several
applications like planetary exploration [2], reconnaissance [9],
or cleaning [11] in which the complete coverage of a terrain
belongs to the integral parts of a robotic mission. The use of
multiple robots is often suggested to have several advantages
over single robot systems [4, 8], since cooperating robots
have the potential to accomplish a task faster than a single
robot. However, if robots operate in teams there is the risk
of interferences between them. Several exploration techniques
dealing with the problem of appropriate collaboration between
robots were presented in the past [3, 12, 20, 24, 26].

A popular approach to exploration can be summarized in the
following way. First, a set of potential target locations ortarget
areas is determined. Second, the robots choose target locations
and then include their observations obtained along the paths
to the targets into a map. This process is repeated, until the
environment has been fully covered with the sensors of the
robots. In the context of multi-robot exploration, it is important
to achieve a collaboration behavior so that the robots avoid
traveling unnecessary long distances, avoid doing redundant
work, and avoid interference with other team-mates.

Indoor environments constructed by humans often contain
certain structures like corridors with adjacent rooms or offices.
However, it is mainly unexplored how robots can utilize
such background information to more efficiently solve the
exploration task. One of our observations is that the more
unexplored target locations are known when assigning targets
to robots, the faster the team can explore the environment.
This is due to the fact that the robots can be better distributed
over the environment. In this way, the amount of redundant

work is reduced and interferences occur less likely. It therefore
makes sense to focus on areas first which are likely to provide
a large number of new target locations in order to obtain a
better assignment of targets to robots.

The contribution of this paper is a technique to estimate and
utilize semantic information during collaborative multi-robot
exploration. In our approach, the robots get a higher reward
for exploring corridors since they typically provide more
branchings to unexplored areas like adjacent rooms compared
to rooms itself. This is especially useful in case of large robot
teams, because if more target locations are available the robots
can be better distributed over the environment. As a result,
the overall completion time of an exploration task can be
significantly reduced.

II. RW

The various aspects of the problem of exploring unknown
environments with mobile robots have been studied intensively
in the past. For example, Yamauchi [24] presented a tech-
nique to learn maps with a team of mobile robots. In this
approach, the robots exchange information about the map that
is continuously updated whenever new sensor input arrives.
To acquire knowledge about the environment, all robots move
to the closest frontier cell. Koeniget al. [14] analyze different
terrain coverage methods for ants which are simple robots with
limited sensing and computational capabilities. Furthermore,
there has been research on how to deal with limited commu-
nication in the context of multi-robot exploration [3, 20].

One approach towards cooperation between heterogeneous
robot systems has been presented by Singh and Fujimura [23].
If a robot is too big to pass through a narrow passage,
it informs other robots about this task. Howardet al. [10]
presented an incremental deployment approach that explicitly
deals with obstructions, i.e., situations in which the pathof
one robot is blocked by another. Zlot and colleagues [26]
proposed an architecture for mobile robot teams in which the
exploration is guided by a market economy. They consider
sequences of potential target locations for each robot and trade
tasks between the robots using single-item first-price sealed-
bid auctions. Such auction-based techniques have also been
applied by Gerkey and Matarić [7] to efficiently solve the task
allocation problem with a group of robots.

Matarić and Sukhatme [16] consider different strategies for
task allocation in robot teams and analyze the performance
of the team in extensive experiments. Parker [19] described
a project to perform reconnaissance and surveillance task.It



investigates how to jointly accomplish a task with heteroge-
neous robots that cannot be solved by a robot individually.
Ko et al. [12] present an approach that uses the Hungarian
method to compute the assignments of frontier cells to robots.
In contrast to our work, Koet al. mainly focuses on finding a
common frame of reference in case the start locations of the
robots are not known.

The coordination technique presented is this paper is an
extention of our previous work [3]. We also discount the utility
of target locations if they are visible from a goal location
already assigned to a robot. In contrast to [3], the approach
presented in this paper estimates and incorporates background
knowledge about environmental structure into the goal point
assignment procedure.

In order to improve the navigation, we use semantic place
labels learned from sensor data. A series of authors addressed
the problem of leaning environmental structures with mobile
robots. For example, Koenig and Simmons [13] use a pre-
programmed routine to detect doorways from range data. Al-
thaus and Christensen [1] use line features to detect corridors
and doorways. Some authors also apply learning techniques
to localize the robot or to identify distinctive states in the
environment. For example, Ooreet al. [18] train a neural
network to estimate the location of a mobile robot in its
environment using the odometry information and ultrasound
data. In our work, we apply a technique originally proposed
by Martı́nez Mozoset al. [15]. This technique uses simple
features extracted from laser range scans to train a set of
classifiers and in this way are able to label a place given a
single 2d laser range observation. Furthermore, our smoothing
technique bears resemblance with our previous approach [21],
in which a hidden Markov model is applied to improve the
classification result. In contrast to the work presented here, we
combined in [21] laser data and visual information to obtain
more features and in this way are able to distinguish between
more classes.

The semantic labels used to improve multi-robot coordi-
nation can be seen as background knowledge about spacial
structures. Foxet al. [5] presented a technique which aims to
learn background knowledge in typical indoor environments
and later on use that knowledge for map building. They
apply their approach to decide whether the robot is seeing a
previously built portion of a map, or is exploring new terrain.

Due to the best of our knowledge, there is no work
that investigates how semantic information about places in
the environment can be used to optimize the collaboration
behavior of a team of robots. The contribution of this paper
is an approach that estimates and explicitly uses semantic
information in order to more efficiently spread the robots
over the environment. This results in an more balanced target
location assignment with less interferences between robots.
As a result, the overall time needed to cover the whole
environment can be significantly reduced.

III. S P L

This section explains, how semantic place labels can be
obtained with mobile robots based on laser range observations.

Fig. 1. Examples for features generated from three different laser scans,
namely the average distance between two consecutive beams,the perimeter of
the area covered by a scan, and the mayor axis of the ellipse that approximates
the polygon described by the scan.

The goal is to learn a classifier, that is able to distinguish
corridors from other kinds of indoor structure. To obtain such
a classifier, we apply the AdaBoost algorithm introduced by
Freund and Schapire [6].

The key idea of AdaBoost is to form a strong binary
classifier given a set of weak classifiers. Thereby, the weak
classifiersh j only need to be better than random guessing and
are constructed using simple, single-value featuresf j ∈ �

h j(x) =

{

1 if p j · f j(x) < p j · θ j

0 otherwise,
(1)

wherex is an example,θ j is a threshold value, andp j is either
−1 or +1 and thus represents the direction of the inequality.
The AdaBoost algorithm determines for each weak classifier
h j the optimal parameter tuple (θ j , p j), such that the number
of misclassified training examples is minimized.

In our approach, the featuresf j are directly extracted from
observations. Examples for features extracted from laser range
data are depicted in Figure 1. Such features are the average
distance between consecutive beams, the area covered by a
range scan, or the perimeter of that area. Most of the features
are standard geometrical features used in shape analysis [22].
The full list of features is provided in [15].

The input to the AdaBoost algorithm is a set of labeled,
positive and negative training examples. In our case, this is
a set of laser-range observations recorded in a corridor anda
second set taken outside corridors. In a series ofT rounds,
the algorithm repeatedly selects a weak classifierh j based on
a distributionD over the training examples. This distribution
specifies an importance weight for each example in the current
round. The selected weak classifier is expected to have a
small classification error on the training data. The idea of the
algorithm is to modify the distributionD by increasing the
weights of the most difficult training examples in each round.
The final strong classifierH is a weighted majority vote of
the bestT weak classifiers

H(x) =

T
∑

t=1

wt · ht(x). (2)

In our system, the resulting strong classifier takes as input
a single 360 degree laser range scan recorded by a robot and
is able to determine whether or not the position from which
the scan was taken belongs to the classcorridor.

IV. E  L   G L

The idea described in the previous section is well-suited
to determine the type of place the robot is currently in.
In the context of exploration, however, we are interested in



classifying potential targets of the robot. Typically, target
locations are located at the frontier between known and un-
known areas. According to our grid-based representation, such
frontier cells [25] can be easily extracted. In our approach, we
generate a potential target location for each group of frontier
cells lying on the same frontier. This procedure is repeated
for each frontier. As an example, the left image of Figure 2
depicts a potential target location. It was generated from the
frontier in the corridor (the targets for the other two frontiers
are not shown in that image).

One solution to classify a place which is not the current
pose of the robot is to simulate a laser range scan at this place
given the (partial) map constructed so far. However, since large
neighboring areas of frontier cells have not been observed
so far, classifying such a frontier cells with the approach
presented in the previous section leads to a high misclassifi-
cation rate. In the following, we therefore introduce a HMM-
based technique that takes into account spacial dependencies
between nearby locations in order to obtain a lower error rate
for places like frontier cells.

Due to the structure of man-made environments, the seman-
tic class does not change randomly between nearby poses.
Therefore, it makes sense to consider a smoothing between
places located close together [21]. To do so, we generate a
short virtual trajectory to the desired goal location. We sim-
ulate laser range observations within the partially know map
along the virtual trajectory. Whenever the ray-casting operation
which is used to simulate a beam reaches an unknown cell
in the grid map, the virtual sensor reports a maximum-range
reading. We then apply a hidden Markov model (HMM) and
maintain a posteriorBel(Lx) about the typeLx of the placex
the virtual sensor is currently at

Bel(Lx) = α · P(cx | Lx) ·
∑

Lx′

P(Lx | Lx′) · Bel(Lx′ ). (3)

In this equation,cx is the result of the classifier learned with
AdaBoost for the placex and α is a normalizing constant
ensuring that the left-hand side sums up to one over all
semantic labels.

To implement this HMM, three components need to be
known. First, we need to specify the observation model
P(cx | Lx) which is the likelihood that the classification output
is cx given the actual class isLx. The observation model is
learned based on 5.000 observations, recorded in different en-
vironments combined with the corresponding manually created
ground truth labeling.

Second, we need to specify the transition modelP(Lx | Lx′ )
which defines the probability that the virtual sensor moves
from classLx′ to classLx. To determine the motion model,
we evaluated typical trajectories obtained during exploration.
We can directly computeP(Lx | Lx′ ) by counting the transitions
between places, which have been manually labeled.

Furthermore, we need to specify how the beliefBel(Lstart)
is initialized. In our current system, we choose a uniform
distribution, which means that all classes (here corridor and
non-corridor) have the same likelihood.

Finally, we have to describe how the virtual trajectory is
generated. The endpoint of the trajectory is the frontier cell to

potential
target

robot virtual trajectory

observations
poses of simulated

Fig. 2. This figure illustrates the generation of the virtualtrajectory used for
the HMM smoothing. The left image depicts the current location of the robot,
the frontiers (dashed lines), and a potential target location to be evaluated. To
do so, the robot generates a virtual trajectory as shown in the right image and
simulates observations at several positions located on thetrajectory. These
sequence of observations is used as the input of the HMM in order to obtain
a more robust classification result.

be classified. Since locations which have less unknown grid
cells in their surroundings can typically be classified with
a higher success rate, the other positions on that trajectory
should be as far away from the unknown locations as possible.
Therefore, we apply the euclidian distance transformation[17]
with respect to unknown and occupied cells in the local area
of the frontier. We select the pose in the free space within that
local area with the highest distance to unknown areas. Then
an A* planner is used to generate the virtual trajectory to the
target location. An illustrating example is depicted in Figure 2.

V. U S P I  E
M-R E

The goal of collaborative multi-robot tasks is to share the
load between the members of a team in order to accomplish
the task faster. As discussed in the related work section,
different approaches exist that assign target locations to robots
using job-shop-scheduling techniques, bidding algorithms, or
decision theoretic approaches. In the approach described here,
we discount frontiers based on visibility constraints as in[3].
The approach works in a centralized fashion but can also deal
with limited communication. Typically, one robot calculates
the assignments. In case the whole team splits up into several
teams due to the restricted communication range, one member
of each sub-team becomes a leader and executes the target
assignment procedure.

For each roboti in a team, the algorithm computes the
cost Vi

t to each target locationt based on the distance to
be traveled in order to reach that location. To avoid that
several robots focus on the same frontier, each target location
is discounted after being assigned to one robot. In this way,the
robots get distributed over the environment and do not focus
on the same local area. Additionally, target locations which
can potentially be observed by other robots already assigned
are discounted. This is done by introducing a utility function
U(t) given by

U(tn | t1, . . . , tn−1) = Utn −

n−1
∑

i=1

Pvis(tn, ti), (4)

where Pvis(tn, ti) describes the probability that the frontiertn
can be observed by a robot moving toti . In our approach, this
probability density is approximated by a linear function.

To determine appropriate target points for all robots, we
apply an iterative approach. In each round, the tuple (i, t),
where i is a robot andt a frontier cell, with the best overall



evaluationUt−Vi
t is chosen. One then recomputes the utilities

of all frontier cells according to Eq. (4) given the new and
all previous assignments. Then the process is repeated for the
remaining robots.

The knowledge about the semantic labels is integrated into
the utility function. All places which are supposed to provide
several branchings to adjacent places are initialized witha high
utility. In our current implementation, all corridor locations
get a γ times higher initial utility (Uinit) compared to all
other potential target locations. In this way, the robots prefer
targets in corridors and eventually make slight detours in order
to explore them first. To determine the actual value ofγ,
we performed exploration runs in different environments with
varying γ. We figured out that we obtained the best results
using aγ-value of around 5. Algorithm 1 depicts the resulting
coordination technique used in our current system.

Algorithm 1 Target Assignment Algorithm Using Semantic
Place Labels.

1: Determine the set of frontier cells.
2: Compute for each roboti the costVi

t for reaching each
frontier cell t.

3: Estimate for each frontier cellt the semantic labelingLt

(according to Section IV).
4: Set the utility Ut of all frontier cells t to Uinit (Lt, n)

according to their semantic labelingLt and the sizen of
the team (see text below).

5: while there is one robot left without a target pointdo
6: Determine a roboti and a frontier cellt which satisfy:

(i, t) = argmax(i′ ,t′)
(

Ut′ − Vi′
t′

)

.
7: Reduce the utility of each target pointt′ in the visibility

area according toUt′ ← Ut′ − Pvis(t, t′).
8: end while

Our approach distributes the robots in a highly efficient
manner over the environment and reduces the amount of
redundant work by taking into account visibility constraints
between targets and their semantic labels. The labels are used
to focus the exploration on unexplored corridors, because they
typically provide more branchings to adjacent rooms than
other places. The high number of branchings results in a
higher number of potential target locations that are available
in the assignment process. This typically leads to a more
balanced distribution of robots over the environment. As we
will demonstrate in the experiments, the integration of such
semantic labels helps to reduce the overall exploration time of
multi-robot exploration approaches for large robot teams.

Please note that for very small teams of robots we do
not achieve a reduction of the exploration time using our
technique. This fact can be explained by considering the
single-robot exploration scenario. In this case, it makes no
sense to focus on exploring the corridors first, since the robot
has to cover the overall environment with its sensor. Moving
through the corridors first will in general lead to an increased
trajectory length and in this way will increase the overall
exploration time. We observed this effect for robot teams
smaller than five robots.

To prevent a loss of performance compared to approaches

Fig. 3. Maps of the Fort Sam Huston hospital and the Intel Research Lab.
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Fig. 4. Coordination results obtained in the Fort Sam Hustonhospital map
employing the coordination strategy with and without the use of semantic
place labels.

which do not consider semantic place information for small
robot teams, we trigger the influence of the semantic place
information depending on the size of the team. We linearly
decrease the influenceγ for teams smaller than 10 robots. The
linear interpolation of the influence of the semantic labelsis
encoded in the utility functionUinit (Lt, n), wheren denotes the
number of robots, in Algorithm 1.

VI. E

This section is designed to evaluate the improvements of
our multi-robot coordination technique which makes use of
semantic place information. Due to this big numbers of robots,
we evaluated our collaboration technique only in simulation
experiments.

A. Performance Improvement using Semantic Place Informa-
tion

The first experiment has been carried out in the map of
the Fort Sam Huston hospital, which is depicted in the left
image of Figure 3. This environment contains a long horizontal
corridor, vertical corridors, and several rooms adjacent to the
corridors.

We varied the size of the robot team from 5 to 50 robots
and applied the coordination technique with and without taking
into account semantic information about places. Like in allour
experiments, the group of robots started from the same initial
position which was chosen randomly for the individual runs.
For each setting, we carried out 50 runs. Figure 4 depicts the
result of the exploration experiment by plotting the exploration
time versus the number of robots. The error bars in that
plot indicate the 0.05 confidence level. As can be seen, our
technique significantly outperforms the collaboration scheme
that does not consider the place information. This significant
reduction of exploration time is due to the fact that the robots
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Fig. 6. Results obtained in the Intel Research Lab.

focus on exploring the corridors first. As a result, a big number
of frontiers typically emerges due to numerous adjacent rooms.
Especially in the context of large teams, this results in a
better distribution of robots over the environment and thus
speeds up the exploration process. This effect can be observed
in Figure 5. The graphs plot the number of potential target
locations over time during an exploration task carried out using
the Fort Sam Houston map. Using our approach, more target
locations are available in the decision process most of the time.
This leads to a better assignment of target locations to robots
and as a result the amount of redundant work is reduced.

Furthermore, we observed a reduction of interferences be-
tween robots when they plan their paths through the envi-
ronment. In our simulator, interferences result in a reduced
travel speed, since the robots often block paths of other robots.
Therefore, reducing the number of interferences allows the
robots to accomplish their task faster. In our experiments,we
observed a reduction of robot-robot interferences of up to 20%.

We performed similar experiments in different environ-
ments, like for example in the Intel Research Lab depicted
in the right image of Figure 3. The result is comparable to
the previous experiment and again the knowledge about the
semantic categories of places allows the robots to complete
the exploration task more efficiently. The actual evolution of
the exploration time in this experiment is depicted in Figure 6.

B. Influence of Noise in the Semantic Place Information

In the experiments presented above, we assumed that the
robots are able to correctly classify the different target loca-
tions into the semantic categories. This assumption, however,
is typically not justified. In this experiment, we evaluate the
performance of our approach for different classification error
rates. We evaluated the exploration time for a classificator
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classifier depending on how many consecutive beams of a 360 degree
observation (1 degree angular resolution) are maximum range readings.

which randomly misclassified 5%, 10%, and 15% of the
places. Figure 7 depicts a plot comparing the different error
rates. As can be seen, even at a high error of 10%, our
approach significantly outperforms the coordination technique
that ignores the semantic information. When the error of
the classification exceeds 15%, the exploration time is still
reduced, although this result is not significant anymore.

C. Improvements of the HMM Smoothing and Error Analysis
of the Classifier

In this section, we want to analyze the actual error of our
place classification system and illustrate the improvements of
the HMM smoothing. To do so, we labeled an environment,
trained a corridor classificator using AdaBoost, and used a test
set to evaluate the success rate. Whenever a single full 360
degree laser range scan was available, we obtained accurate
classification results in different office environments. In this
case, the error-rate was typically between 2% and 4%.

Figure 8 depicts the result of our classifier depending on the
number of invalid readings caused by unknown grid cells close
to frontiers. The x-axis shows the size of a continuous block
of maximum range measurements (with an angular resolution
of the laser of 1 degree). As can be seen, if only half of
the observations are available, the classification error rate is
between 18% and 19%.

In the final experiment, we determined the success rate of
our HMM based smoothing method to determine the semantic
labels. First, we determined the success rate without the HMM
smoothing. In this case, the average classification rate was
81.2%. By considering the exploration speed-up depending on
the classification rate depicted in Figure 7, such a high error
rate is not sufficient to obtain an significant improvement.



Second, we applied our HMM-based smoothing approach
that generates virtual trajectories towards the frontier and in
this way incorporates the spatial dependencies between nearby
locations. As a result, we obtained an average success rate of
92.8%. This is a good result considering that we obtained an
average success rate of 96.2% (see Figure 8) if all observations
are perfectly known. This fact illustrates that the HMM is a
useful tool to improve the place labeling especially if not the
full 360 degree range scan is available. It allows us to estimate
the semantic labels with a comparably low error rate.

In sum, our experiments demonstrate that semantic place
information can significantly reduce the exploration time even
under larger classification errors.

VII. C

In this paper, we proposed a novel technique that takes
into account semantic information about places in the context
of coordinated multi-robot exploration. Since indoor environ-
ments are made by humans, they typically consist of structures
like corridors and rooms. The knowledge about the type of
place of potential target locations allows us to better distribute
teams of robots over the environment and to reduce redundant
work as well as the risk of interference between the robots. The
semantic labels are determined by learning a classifier using
AdaBoost in combination with an HMM to consider spacial
dependencies.

Our approach has been implemented and tested in extensive
simulation runs with up to 50 robots. Experiments presented
in this paper illustrate that a team of robots using our approach
can complete their exploration mission in a significantly
shorter period of time. Furthermore, we believe that our
technique for utilizing semantic information during exploration
is not restricted to our exploration method and that it can
be readily integrated into other, state-of-the-art coordination
approaches.

In future work, we plan to learn the place labels in an
unsupervised fashion. In this way, the system might be able to
determine on its own what kind of spacial structures are useful
for coordinated exploration and does not rely on manually
defined labels.
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