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Abstract

In this paper we present our system for visual odometry that performs a fast incremental bundle adjustment for 
real-time structure and motion estimation in an unknown scene. It is applicable to image streams of a calibrated 
PXOWL�FDPHUD�V\VWHP�ZLWK�RPQLGLUHFWLRQDO�FDPHUDV��,Q�WKLV�SDSHU�ZH�XVH�DQ�DXWRQRPRXVO\�À\LQJ�RFWRFRSWHU�

WKDW�LV�HTXLSSHG�IRU�YLVXDO�RGRPHWU\�DQG�REVWDFOH�GHWHFWLRQ�ZLWK�IRXU�¿VKH\H�FDPHUDV��ZKLFK�SURYLGH�D�ODUJH�

¿HOG�RI�YLHZ��)RU�UHDO�WLPH�HJR�PRWLRQ�HVWLPDWLRQ�WKH�SODWIRUP�LV�HTXLSSHG��EHVLGHV�WKH�FDPHUDV��ZLWK�D�GXDO�

frequency GPS board, an IMU and a compass. In this paper we show how we apply our system for visual 
RGRPHWU\� XVLQJ� WKH� V\QFKURQL]HG� YLGHR� VWUHDPV� RI� WKH� IRXU� ¿VKH\H� FDPHUDV��7KH� SRVLWLRQ� DQG� RULHQWDWLRQ�

information from the GPS-unit and the inertial sensors can optionally be integrated into our system. We will 
show the obtained accuracy of pure odometry and compare it with the solution from GPS/INS.

Keywords
Visual odometry, incremental bundle adjustment, omnidirectional cameras, multi-camera system, UAV

1 INTRODUCTION

In the DFG-project Mapping on Demand at the University of Bonn and the Technical University of Munich 
we are developing a lightweight autonomously navigating unmanned aerial vehicle (UAV). The goal of the 
research project is to develop and to test procedures and algorithms for the fast three-dimensional semantic 
PDSSLQJ�RI�LQDFFHVVLEOH�REMHFWV�RQ�WKH�EDVLV�RI�D�KLJK�OHYHO�XVHU�UHTXHVW��7KH�8$9�ÀLHV�IXOO\�DXWRQRPRXVO\�WR�

FDSWXUH�LPDJHV�LQ�D�XVHU�VSHFL¿HG�UHJLRQ�HYHQ�LQ�FORVH�YLFLQLW\�WR�REVWDFOHV��7KH�FDSWXUHG�LPDJHV�DUH�GLUHFWO\�

WUDQVIHUUHG�WR�D�JURXQG�VWDWLRQ��ZKHUH�WKH\�DUH�SURFHVVHG�LQ�D�IDVW�EXQGOH�DGMXVWPHQW��WR�UH¿QH�WKH�RQ�ERDUG�

estimated positions and orientations. The accurately oriented images are subsequently used for dense surface 
reconstruction (Steinbrücker, F. et al., 2014) and semantic interpretation (Loch-Dehbi, S. et al., 2013).

Lightweight UAVs can operate from above in inaccessible and even dangerous areas. The on-board sensing of 
a lightweight UAV has to be designed with regards to its limitation in size and weight, and the limited on-board 
SURFHVVLQJ�SRZHU�DQG�RQ�GHPDQG�VHPDQWLF�PDSSLQJ�WDVNV�UHTXLUH�KLJKO\�HI¿FLHQW�DOJRULWKPV��2XU�VHQVRU�VHWXS�

is carried by an octocopter platform with a maximum total weight of 5 kg. The arrangement of the on-board 
sensors is shown in Fig. 1. Besides the high resolution camera which is used for the actual mapping task on the 
JURXQG�VWDWLRQ��RXU�RFWRFRSWHU�LV�HTXLSSHG�ZLWK�IRXU�¿VKH\H�FDPHUDV��7KH�¿VKH\H�FDPHUDV�DUH�XVHG�EHVLGHV��D��

ultra sonic sensors and a rotating laser scanner for obstacle perception (Nieuwenhuisen, M. et al., 2013) and 
(b) a GPS-unit, an IMU and a compass for on-board ego-motion estimation (Eling, C. et al., 2013). The full 
sensor setup and the integration of the multiple sensors for the autonomous navigation task are described in 
detail in (Klingbeil, L. et al., 2014).
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)LJXUH����6HQVRU�VHWXS�RI�WKH�8$9��SLFWXUH�WDNHQ�IURP�.OLQJEHLO��/��HW�DO���������

7KH�IRXU�¿�VKH\H�FDPHUDV�DUH�PRXQWHG�DV�WZR�VWHUHR�FDPHUDV��2QH�FDPHUD�SDLU�LV�ORRNLQJ�IRUZDUG�DQG�RQH�

EDFNZDUGV�ZLWK�D�SLWFK�DQJOH�RI������FRYHULQJ�D�ODUJH�¿�HOG�RI�YLHZ��VHH�)LJ�����(DFK�FDPHUD�KDV�D�/HQVDJRQ�

%)�0������¿�VKH\H�OHQV�ZLWK�D�¿�HOG�DQJOH�XS�WR�������7KH�FDPHUDV�DUH�VDPSOHG�ZLWK�D�IUHTXHQF\�RI����+]�LQ�

a synchronized way. The basis between the cameras amounts to 20 cm providing highly overlapping views at 
each time of exposure. The monochromatic images have a resolution of 752×480 pixels.

Bundle adjustment is the work horse for orienting cameras and determining 3D points. It has a number of 
favorable properties, e.g. it is statistically optimal in case all statistical tools are exploited and it is highly 
HI¿�FLHQW�LQ�FDVH�VSDUVH�PDWUL[�RSHUDWLRQV�DUH�XVHG��1HYHUWKHOHVV��WKH�FRPSXWDWLRQDO�H[SHQVH�JURZV�ZLWK�WKH�

number of images involved. Incremental bundle adjustment avoids periodical batch steps with recurring 
calculations by performing only calculations for entries of the information matrix, i.e. the normal equation 
matrix or inverse covariance matrix, that are actually effected by new measurements. (Kaess, M. et al., 2012) 
SURYLGH�D�VSDUVH�QRQOLQHDU�LQFUHPHQWDO�RSWLPL]DWLRQ�DOJRULWKP�FDOOHG�L6$0���ZKLFK�LV�KLJKO\�HI¿�FLHQW��DV�RQO\�

YDULDEOHV�DUH�UHOLQHDUL]HG�WKDW�KDYH�QRW�FRQYHUJHG�\HW�DQG�DV�¿�OO�LQ�LV�DYRLGHG�WKURXJK�LQFUHPHQWDOO\�FKDQJLQJ�

the variable ordering. A bundle adjustment that works with omni-directional and multi-view cameras, that can 
KDQGOH�DUELWUDU\�EXQGOHV�RI�UD\V�DQG�WKDW�DOORZV�IRU�SRLQWV�DW�LQ¿�QLW\��ZDV�UHDOL]HG�LQ�IRUPHU�ZRUN�DV�D�EDWFK�

version, see (Schneider, J. et al., 2012), and as an incremental version, see (Schneider, J. et al. 2013). In the 
ODWHU�SDSHU�¿�UVW�H[SHULPHQWV�Z�U�W��WLPH�UHTXLUHPHQWV�DQG�RSWLPDOLW\�RI�WKH�VROXWLRQ�ZHUH�VKRZQ�E\�XVLQJ�WKH�

iSAM2 algorithm for a keyframe-based incremental real-time bundle adjustment. 

The paper is organized as follows. In section 2 we treat the issue of visual odometry for real-time ego-motion 
HVWLPDWLRQ�XVLQJ�WKH�V\QFKURQL]HG�LPDJH�VWUHDPV�RI�WKH�IRXU�RPQLGLUHFWLRQDO�¿�VKH\H�FDPHUDV�LQ�D�NH\IUDPH�

based fast incremental bundle adjustment that is able to integrate the position and orientation information 
obtained by a GPS-unit and IMU. In section 3 we will examine the accuracy of pure odometry and compare it 
with the acquired GPS/INS information. Finally we will conclude and give an outlook on future work.

2 CONCEPT FOR VISUAL ODOMETRY

Visual odometry consists in determining the pose, i.e. the position and orientation, of the cameras in real-time. 
Our system uses feature points detected and tracked on the synchronously taken frames of the four image 
streams. The process consists basically of the following steps:

1. The data acquisition and association detects feature points, performs the matching and provides camera 
rays associated to other cameras.

2. The orientation of the frames of the image streams provides initial values for the subsequent bundle 
adjustment and is used to select keyframes.

3. The incremental bundle adjustment uses the new information at a keyframe and merges it optimally 
with the previous information.
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:H�GHWHUPLQH� WKH� LQWHULRU� RULHQWDWLRQ� RI� HDFK� ¿VKH\H� FDPHUD� LQ� DGYDQFH� XVLQJ� WKH� HTXLGLVWDQW�PRGHO� DQG�

Chebyshev polynomials according to (Abraham, S. and Hau, T., 1997). The position and orientation between 
the four cameras is determined by using the system self-calibrating bundle adjustment as described in 
(Schneider, J. and Förstner, W, 2013). 

2.1 ,QFUHPHQWDO�,PDJH�2ULHQWDWLRQ
Our visual odometry method is based on interest points, which are tracked in the image streams from frame 
to frame using the KLT tracker (Bouguet, J.-Y., 2000) from the OpenCV library. The tracks in the individual 
cameras are matched across the cameras by using a correlation based matching. An example of extracted 
IHDWXUH�SRLQWV� LQ�D�VLPXOWDQHRXVO\� WDNHQ�IUDPH�VHW�RI� WKH�IRXU�¿VKH\H�FDPHUDV� LV�VKRZQ�LQ�)LJ�����7UDFNHG�

feature points are converted into ray directions by using the interior orientation determined in advance.

)LJXUH����$�IUDPH�VHW�FRQVLVWLQJ�RI�IRXU�LPDJHV�WDNHQ�ZLWK�WKH�IRXU�¿VKH\H�FDPHUDV��(DFK�LPDJH�FRQWDLQV����

LQWHUHVW�SRLQWV��ZKLFK�DUH�WUDFNHG�XVLQJ�WKH�./7�WUDFNHU�IURP�WKH�2SHQ&9�OLEUDU\�

At the initiating frame set we determine scene point coordinates by forward intersecting the matched ray 
directions in the stereo pairs. After initialization, each frame set is oriented by computing the motion of the 
camera system via simultaneous resection of all cameras using a generalized camera model with multiple 
projection centres and the known system calibration. We use a fast and robust Maximum-Likelihood-type 
estimation that converges mostly in 2-3 fast iterations when using the last pose as the initial solution. Robustness 
is achieved by down weighting observations with large residuals. Tracks with observations getting low weights 
are considered as corrupted. Corrupted tracks are replaced by new tracks by extracting new interest points.

Our incremental bundle adjustment refers to keyframes, which reduce the processing to some geometrically 
useful, tracked observations. A keyframe consists of four frames taken simultaneously. The initiating frame set 
LV�XVHG�DV�WKH�¿UVW�NH\IUDPH��)XUWKHU�NH\IUDPHV�DUH�LQLWLDWHG�LI�D�PLQLPDO�GLVWDQFH�RU�URWDWLRQ�UHJDUGLQJ�WR�WKH�

last keyframe is exceeded. In case a new keyframe set is initiated, the new observations are used to update and 
UH¿QH�WKH�VFHQH�SRLQWV�DQG�SRVHV�RI�WKH�NH\IUDPHV�LQ�WKH�LQFUHPHQWDO�EXQGOH�DGMXVWPHQW��,QLWLDO�YDOXHV�IRU�QHZ�

tracked scene points are obtained by forward intersection, where we claim that each track consists of at least 
three keyframes. We do not use intersected scene points that show large residuals in the observations and we 
consider the associated track to be corrupted. Observations of already intersected scene points are assumed to 
be revised from corrupted tracks via the former robust resection.

With each new keyframe the bundle adjustment is solved including the new observations and variables. The 
EXQGOH�DGMXVWPHQW�UH¿QHV�WKH�VFHQH�SRLQWV�DQG�SRVHV�RI�WKH�NH\IUDPHV�VLPXOWDQHRXVO\��7KLV�VWHS�LV�WKH�PRVW�

costly one as it uses all available data. For our real-time application the processing of a new keyframe needs 
WR�EH�¿QLVKHG�E\�WKH�WLPH�WKH�QH[W�NH\IUDPH�LV�DGGHG��)RU�WKH�¿UVW�WHQ�NH\IUDPH�VHWV�ZH�XVH�D�EDWFK�EXQGOH�

adjustments as the optimization task includes only a small number of variables yet. Since further bundle 
DGMXVWPHQW�VWHSV�JURZ�LQ�FRPSOH[LW\�WKH\�QHHG�WR�EH�VROYHG�HI¿FLHQWO\�WR�HQVXUH�UHDO�WLPH�FDSDELOLW\��7KHUHIRUH�

we merge new information incrementally with the previous information using the software package iSAM2 
for “incremental smoothing and mapping” (Kaess, M. et al., 2012) that yields a fast optimal solution for our 
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bundle adjustment (Schneider, J. et al., 2013).

2.2 ,QWHJUDWLRQ�RI�*36�,16�,QIRUPDWLRQ
The measured position and orientation by GPS and IMU refers to the body frame of the UAV. We calibrated 
the four cameras to the body frame by using a highly accurate scanned point cloud of the four cameras and 
WKH�SK\VLFDO�UHIHUHQFH�RI�WKH�ERG\�IUDPH��7KH�FDPHUD�GLUHFWLRQV�DUH�GHWHUPLQHG�E\�¿WWLQJ�F\OLQGHUV�LQWR�WKH�

scanned camera casings and the projection centres are derived from the centres of the scanned lenses. We 
transform the mutual positions and orientations derived from the system self-calibrating bundle adjustment 
on the camera directions and projection centres derived from the scanned point cloud by using a spatial 
similarity transformation that includes also the rotation parameters (Dickscheid, T et al., 2008). The projection 
centres derived from the scan are badly determined in the direction of the camera directions and the rotations 
around the camera directions can only be approximately assumed. We take this into account by lowering the 
corresponding weights in the similarity transformation.

At the moment we are working on the integration of GPS/IMU information into our real-time visual odometry 
system. In case all sensors are calibrated in one single frame, the so called body frame, we can use the position 
and orientation with its covariance as direct observations of the pose parameters on each keyframe. As these 
poses are oriented in a different coordinate system as the poses of the visual odometry, we transform the poses 
of all keyframes with a similarity transformation as soon as enough GPS/IMU information is available. From 
then on new observations can be incrementally added to our bundle adjustment.

3 FIRST EXPERIMENTS

Tracking 200 feature points in each camera and setting the convergence criterion for the rotations to 0.1° and 
for the translations to 1cm yields a very fast processing of the bundle adjustment that is always faster than one 
second on the on-board computer (Intel Core i7, 8GB RAM). In (Schneider, J. et al., 2013) we have shown 
that the required time is independent of the number of new observations added to the optimization problem 
but rather highly depends on the number of affected variables that need to be relinearized in an incremental 
optimization step within the iSAM2 algorithm. Further, we have shown that the incremental bundle adjustment 
provides estimated pose parameters which are in a statistical sense optimal like using a rigorous batch bundle 
adjustment.

In this paper we want to compare the on-board processed trajectory with our visual odometry algorithm of 
the UAV with the on-board processed solution of the GPS/IMU. Figure 3 shows positions obtained by our 
YLVXDO� RGRPHWU\� V\VWHP� �VROLG� OLQH�ZLWK� FURVVHV�� DQG� SRVLWLRQV� REWDLQHG� E\� WKH� JHRUHIHUHQFLQJ� XQLW� �¿[HG�

*36�VROXWLRQV�DUH�PDUNHG�ZLWK�JUHHQ�GRWV�DQG�ÀRDW�VROXWLRQV�ZLWK�UHG�GRWV��GXULQJ�D�¿YH�PLQXWH�ORQJ�ÀLJKW��

The visual odometry initiated 273 keyframes with 17,157 observations of 864 scene points, whereby 4,803 
frame sets were orientated by resection (not shown in Fig. 3). To compare both trajectories the 7-parameter 
VLPLODULW\�WUDQVIRUPDWLRQ�EHWZHHQ�WKH�SRVHV�RI�LQFUHPHQWDOO\�UH¿QHG�NH\IUDPHV�DQG�WKH�SRVHV�IURP�*36�,16�

is determined, using the positions of both trajectories. The differences to the positions obtained by GPS are up 
to 60 cm.
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)LJXUH����7KH�RQERDUG�SURFHVVHG�WUDMHFWRULHV�RI�WKH�JHRUHIHUHQFLQJ�XQLW�DQG�WUDQVIRUPHG�LQFUHPHQWDO�EXQGOH�

DGMXVWPHQW��/HIW��/DWHUDO�YLHZ�RQ�WKH�WUDMHFWRULHV�LQ�WKH�\]�SODQH��QRWH�WKH�FDSDELOLW\�RI�WKH�YLVXDO�RGRPHWU\�WR�

EULGJH�À�RDW�VROXWLRQV�RI�WKH�JHRUHIHUHQFLQJ�XQLW��5LJKW��7RS�YLHZ�RQ�WKH�WUDMHFWRULHV�LQ�WKH�[\�SODQH�

Figure 4 shows the estimated accuracy of the on-board estimated translation and rotation parameters of the 
NH\IUDPHV�UHJDUGLQJ�WR�WKH�SRVH�RI�WKH�¿�UVW�NH\IUDPH�DW�WKH�RULJLQ�LQ�)LJXUH����1RWH�WKDW�WKH�XQFHUWDLQW\�LQ�WKH�

WUDQVODWLRQ�JURZV�LQ�WKH�GLUHFWLRQ�WKH�8$9�À�LHV��7KH�XQFHUWDLQW\�RI�WKH�URWDWLRQV�JURZV�OLQHDUO\��7KH�HVWLPDWHG�

standard deviations of the translations stay under 30 cm and the uncertainty in the rotation parameters rises up 
to 0.4°. Note that the estimated uncertainties do not describe drift or systematic errors in the calibration.

)LJXUH����7KH�HVWLPDWHG�VWDQGDUG�GHYLDWLRQV�RI�WKH�REWDLQHG�SRVLWLRQ��OHIW��DQG�URWDWLRQ��ULJKW��UHJDUGLQJ�WR�WKH�

¿�UVW�NH\IUDPH��7KH�HVWLPDWHG�LQQHU�XQFHUWDLQW\�LV�JLYHQ�IRU�����NH\IUDPHV�

4 CONCLUSIONS AND FUTURE WORK

We presented our system for visual odometry performing a keyframe-based bundle adjustment for real-time 
structure from motion estimation in an unknown scene. Incremental bundle adjustment is performed by using 
the iSAM2 algorithm for sparse nonlinear incremental optimization. Our bundle adjustment allows for multi-
view cameras, omnidirectional cameras. First results show the achieved accuracy of the visual odometry 
system. Visual odometry is an interesting supplement GPS/INS, as it works in GPS-denied environments and 
the relative pose estimation is highly accurate.

To overcome the drift, we are integrating at the moment the GPS/INS observations into our visual odometry 
system. Furthermore we are replacing the drifting frame to frame tracking using the KLT tracker with a 
keyframe to keyframe tracking and we are thinking of a simple loop closing procedure recognizing already 
observed environments.

$&.12:/('*(0(176
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