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Abstract—Unmanned aerial vehicles (UAVs) are frequently used for aerial mapping and general monitoring tasks. Recent progress in deep learning enabled automated semantic segmentation of imagery to facilitate the interpretation of large-scale complex environments. Commonly used supervised deep learning for segmentation relies on large amounts of pixel-wise labelled data, which is tedious and costly to annotate. The domain-specific visual appearance of aerial environments often prevents the usage of models pre-trained on publicly available datasets. To address this, we propose a novel general planning framework for UAVs to autonomously acquire informative training images for model re-training. We leverage multiple acquisition functions and fuse them into probabilistic terrain maps. Our framework combines the mapped acquisition function information into the UAV’s planning objectives. In this way, the UAV adaptively acquires informative aerial images to be manually labelled for model re-training. Experimental results on real-world data and in a photorealistic simulation show that our framework maximises model performance and drastically reduces labelling efforts. Our map-based planners outperform state-of-the-art local planning.
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs) enable highly agile, low-cost operations in various aerial imaging applications [1, 2], such as precision agriculture [3, 4], wildlife conservation [2], and urban planning [5–8]. Combined with advances in deep learning for semantic segmentation through fully convolutional neural networks (FCNs) [9, 10], deploying UAVs accelerates automated scene understanding in large-scale and complex aerial environments [11]. Classical deep learning-based semantic segmentation models often used in this context are usually trained on a static curated dataset in a supervised fashion only once before deployment. This leads to two major drawbacks. First, training a semantic segmentation model requires enormous amounts of pixel-wise labelled images, which is a repetitive and time-consuming process often executed by costly domain experts. Second, visual appearance can differ significantly between environments or change over time. Thus, a critical requirement for robot autonomy is the ability to learn about an environment by continuously improving the robot’s semantic perception with minimal expert guidance.

In this work, we examine the problem of active learning (AL) in UAV-based semantic mapping. Our goal is to improve the robot’s vision capabilities in initially unknown environments while minimising the total amount of human labelled data. To this end, our approach exploits ideas from AL research and integrates them into a new informative path planning (IPP) framework. The framework replans the UAV’s path online as new observations are collected to actively target regions of informative training data. The newly gathered images are labelled by a human annotator and used to re-train an FCN, maximising its semantic segmentation performance.

Various AL methods for machine learning effectively reduce the requirements for human-labelled training data [13–19]. Recently, AL approaches for deep learning models are gaining attention [20–25]. These works develop acquisition functions for selecting to-be-labelled training data to maximise model performance. However, they cannot be directly applied to robotic missions as they assume access to large pre-recorded unlabelled in-domain data pools. An open problem is how to leverage AL to improve robot perception with minimal expert guidance when operating in initially unknown environments. More recent AL works for aerial imagery consider the UAV to be a passive data collection device to record static data pools [2, 6]. In contrast, we aim to utilise the UAV’s decision-making capabilities to improve its perception and, thus, its reasoning about the environment for downstream tasks.
The main contribution of this work is a novel and generally applicable active planning framework linking ideas from AL to robotic planning objectives, as illustrated in Fig. 1. The key benefit of our approach is that it reduces human labelling effort for continuous robotic perception improvement. We exploit various model uncertainty and training data novelty estimation techniques for deep learning models [26–28] and apply them to semantic segmentation with a pre-trained FCN [29]. The inferred pixel-wise semantic labels and estimated model uncertainty and novelty scores are fused sequentially into a probabilistic terrain map as new observations are acquired. As a key feature, our new IPP framework iteratively replans the UAV’s path to collect the most informative, i.e. the most uncertain or novel, images for labelling and model re-training in a targeted fashion.

This article builds upon our previous conference paper [30]. In our previous work [30], we proposed an IPP approach linking globally mapped model uncertainties to a robotic planning objective for AL in UAV-based terrain monitoring. This submission extends our previous method and generalises experimental findings in the following ways. First, we introduce a general IPP framework for AL in UAV-based semantic mapping by linking various uncertainty- and representation-driven acquisition functions to planning objectives, as opposed to just utilising model uncertainties computed via Monte-Carlo (MC) dropout. Second, we propose new terrain mapping features to improve map-based planning compared to our conference version. Third, we systematically evaluate mapping, planners, and AL planning objectives on new datasets from different domains and in a photorealistic simulator. We present a thorough empirical analysis of combining AL acquisition functions and IPP approaches, giving new insights into how to connect AL and autonomous robotic decision-making.

In sum, we make the following four claims. First, our active planning framework for AL in UAV-based semantic mapping reduces the number of labelled images needed to maximise segmentation performance compared to both traditionally used coverage and random walk data collection. Second, probabilistic global mapping of gathered information enhances map-based planning performance for AL. Third, our map-based planners outperform state-of-the-art local planning for AL [31]. Fourth, we demonstrate the generality of our approach, showing that it significantly reduces labelling effort in largely varying domains irrespective of the used uncertainty estimation methods, planning strategies, and AL-based objectives. We open-source our code for usage by the community at: https://github.com/dmar-bonn/ipp-al-framework.

II. RELATED WORK

Our goal is to collect the most informative images to train a semantic segmentation model with a minimal amount of labelled data using UAVs in aerial mapping missions. Our approach combines advances in AL with IPP. This section overviews how our work is placed within these research areas.

A. Active Learning

Active learning aims to maximise model performance while minimising labelled training data. It assumes the existence of a large unlabelled data pool, then iteratively selects a data point from the pool by maximising an acquisition function until a labelling budget is exceeded [13–16]. Settles et al. [32] provide a comprehensive overview of AL approaches for low-dimensional machine learning problems. Recent AL approaches focus on training deep learning models from high-dimensional inputs, e.g. images, where a single data point has a negligible effect on model performance. AL methods for deep learning collect a batch of data from the pool instead of single data points, called batch-mode AL [20, 21, 33, 34]. However, these strategies are not applicable in robotic settings since they reason about which images from an existing large data pool should be labelled. In contrast, we propose an IPP framework for AL collecting new batches of to-be-labelled data directly during a mission in initially unknown environments. We link the AL acquisition function to an IPP objective, adaptively guiding the UAV towards regions of informative training data.

Further, we answer the following two open research questions. First, how to incorporate recently proposed acquisition functions [20, 31, 35] into our IPP framework and second, in which ways planners, planning objectives, and terrain mapping influence AL performance.

Uncertainty-based AL methods select data with the highest model uncertainty [17, 20, 34, 35]. Early methods use Gaussian processes [17] or support-vector machines [34] to quantify model uncertainty in tasks with low-dimensional inputs. Measuring model uncertainty in deep neural networks is computationally challenging due to their parameter space dimensionality. One approach aims at estimating the model uncertainty deterministically in a single forward pass. Although computationally efficient, these methods are often not well-calibrated in real-world vision tasks [28]. Alternatively, Gal et al. [26] propose using dropout at test time, called MC dropout, to efficiently approximate the Bayesian posterior over the network parameters. They utilise MC dropout in acquisition functions applied to image classification maximising model uncertainty [20]. Other works use neural network ensembles for uncertainty estimation [27, 36]. Each network is independently initialised and trained. Ensembles achieve higher prediction performance and better calibration than MC dropout [35, 37]. Further, recent advances make ensemble training computationally more efficient [37, 38]. In this work, we study the applicability of different uncertainty-based AL objectives in a robotic planning context.

Representation-based AL methods maximise training data diversity by selecting data points with novel representations in feature space [21–23]. Generative adversarial network-inspired approaches use a generator learning the joint data representation, while the discriminator distinguishes labelled and unlabelled data [22, 23]. Sener et al. [21] select a number of data points, called a core-set, geometrically covering a data pool in the model’s latent space with a minimal number of data points. However, both approaches require large in-domain data pools to learn rich representations of the data-generating distribution. These methods are impractical in our scenario as autonomous robots operate in unknown and visually varying environments. In contrast, Blum et al. [31] propose a method for quantifying data novelty in semantic segmentation tasks.
without access to large in-domain data pools by using kernel-density estimation of unlabelled images in the network’s latent space. They use this novelty estimation in a local planning objective and apply it for AL in aerial semantic mapping. We integrate their novelty estimation into new global map-based planning objectives. We rigorously analyse its AL performance using various global planning schemes and datasets, outperforming their local planning strategy.

B. Informative Path Planning

Informative path planning enables autonomous robots to efficiently and actively explore initially unknown environments subject to platform constraints, such as battery capacity [39]. IPP methods have been applied to various environmental monitoring scenarios, including lake monitoring [40], underwater inspection [41], infrastructure surface inspection [42], and agricultural monitoring [43]. We distinguish between non-adaptive approaches, which precompute paths before a mission starts, e.g. coverage planning [44], and adaptive approaches, which replan paths online as new data is collected [3, 40, 41]. We focus on adaptive methods as our goal is to collect informative training data on-the-fly.

Combinatorial approaches solve IPP problems in a near-optimal fashion [45–48]. However, they exhaustively query the search space scaling exponentially in problem size, which makes most of them impractical for online replanning. In contrast, sampling approaches break the curse of dimensionality to increase the computational efficiency of online IPP [49, 50]. Hollinger et al. [49] propose receding-horizon rapidly exploring information gathering algorithms to sample motion plans. Choudhury et al. [50] combine MC planning with cost-benefit rollouts to increase sampling efficiency.

Similarly, optimisation approaches directly optimise IPP objectives [3, 40, 51]. Vivaldini et al. [51] utilise Bayesian optimisation to choose a sequence of informative measurement positions for UAV-based tree disease monitoring. In a similar problem setup, Hitz et al. [40] leverage the covariance matrix adaptation evolution strategy (CMA-ES) to optimise a sequence of measurement positions. Popović et al. [3] extend this approach by introducing a greedily optimised initial sequence of measurement positions, then using the CMA-ES to fine-tune the initial solution resulting in more informative paths.

Geometric approaches collect candidate measurement positions for efficient exploration. The candidate maximising an objective function is chosen as the most informative one [52–54]. Gonzalez et al. [54] choose the position maximising the potentially visible unexplored space. Ghaffari et al. [52] generate candidate positions along probabilistic frontiers of explored space, greedily selecting the one which maximises the expected information gain. Similarly, Cheng et al. [53] train an agent choosing frontiers to minimise localisation uncertainty and maximise information gain.

The above-mentioned works consider adaptive IPP for mapping environmental phenomena. In contrast, our framework applies planning algorithms to the problem setting of improving robot vision with minimal human labelling effort. We design new IPP objective functions to replan paths towards informative training data as new observations are collected and demonstrate their integration into map-based planners.

C. Informative Path Planning for Active Learning

Using autonomous robots to reduce manual labelling effort for training deep learning models is a relatively unexplored research area. Georgakis et al. [55] propose a framework for active semantic goal navigation which uses ensembles to estimate model uncertainty in their planning objective. Other methods introduce self-supervised approaches to improve or adapt the robot’s perceptions to new environments without the need for manual labelling. Frey et al. [56] introduce a self-improving continual learning framework for semantic segmentation in indoor scenes without manual labelling by generating pseudo-labels from 3D maps. Zurbrügg et al. [57] extend this approach to an embodied agent autonomously navigating towards high training data novelty viewpoints. Chaplot et al. [58] suggest a similar self-supervised approach for semantic segmentation in indoor scenes training an exploration policy with reinforcement learning (RL) to target uncertain 3D map parts. The policy training depends on the simulation environment and the currently trained network at the same time. As RL performance degrades with simulation to real-world gaps, this method requires the availability of realistic domain-specific simulators and introduces policy re-training costs after each network re-training. Further, as discussed by Chaplot et al. [58], the approaches [56–58] rely on large labelled indoor datasets for pre-training a semantic segmentation model to produce high-quality pseudo-labels in new indoor scenes. If the pre-trained model misclassifies objects, these errors not only prevent learning semantics but could even be reinforced in the case of over-confident predictions. Zurbrügg et al. [57] experimentally show that the expected model improvement strongly depends on the chosen pre-training dataset and environment the robot is deployed in. Aerial mapping missions, as in our problem setting, present much more visual variability, with very little and often small pre-training datasets being available, further exacerbating these issues. As the environment and domain are initially unknown, these purely self-supervised methods require enormous engineering work to relax the above-mentioned assumptions and are not directly applicable to our use case.

Most similar to our work is the local planning approach of Blum et al. [31] for AL in semantic mapping. Their planning objective aims to promote training data novelty in semantic prediction tasks. We combine their ideas on novelty estimation for AL with our previous work on IPP for AL [30]. In contrast to Blum et al. [31], we propose a general and unified IPP framework supporting probabilistic semantic mapping, various acquisition functions, planning objectives, and map-based planning algorithms. Further, we provide in-depth empirical analyses and show that our map-based planners outperform existing methods [30, 31].

III. OUR APPROACH

We present our general IPP framework for AL in UAV-based semantic mapping. Our setup considers a UAV collecting images of a flat terrain using a downwards-facing
RGB camera. Assuming no further prior knowledge about the terrain, the goal is to autonomously collect informative training data to improve the robot’s perception with minimal human labelling effort. As shown in Fig. 2, our framework links AL with planning objectives guiding the UAV to regions of informative training data. As new data is collected, we utilise a lightweight FCN to predict pixel-wise semantics. Further, we estimate the pixel-wise model uncertainty associated with the prediction and training data novelty of the collected image and then fuse them into probabilistic terrain maps. The UAV position, its remaining budget, and the current map state are combined into new AL-based information objectives used to replan the future path towards informative training data. A key feature of our framework is its general applicability, as it is agnostic to the chosen network and supports different uncertainty estimation techniques, mapping methods, and map-based planners. The following subsections detail the framework’s individual modules and the specific methods we investigate in this work.

A. Active Learning Acquisition Functions

We first derive measures for an image’s information value when a network is re-trained on this data. To this end, AL works propose two main paradigms, uncertainty-based and representation-based acquisition functions. We demonstrate the generality of our approach using either paradigm.

We adapt the ERFNet encoder-decoder architecture proposed by Romera et al. [29] depicted in Fig. 3 to our AL use case. Although our framework is agnostic to the chosen network architecture, the lightweight ERFNet is particularly suitable for online robot deployment with limited computational resources. In the following, the model \( f^W(\cdot) \) is parameterised by weights \( W \) and outputs a probability tensor \( p(y \mid f^W(z)) = \text{softmax}(f^W(z)) \in [0, 1]^{K \times w \times h} \), where \( z \) is the input RGB image with width \( w \) and height \( h \), and \( y \) is the pixel-wise semantic label over the \( K \) classes. The training set contains \( N \) images \( Z = \{z_1, \ldots, z_N\} \) and semantic labels \( Y = \{y_1, \ldots, y_N\} \). Our network is trained to minimise cross-entropy with weight decay regularisation factor \( \lambda \):

\[
\mathcal{L}(\theta) = -\frac{1}{N} \sum_{i=1}^{N} \log p(y_i \mid f^W(z_i)) + \lambda \|W\|_2^2. \tag{1}
\]

The following subsections describe different methods to estimate the information value of a candidate image for AL.

1) Bayesian Uncertainty-based Methods: We estimate pixel-wise model uncertainty over the prediction \( p(y \mid f^W(z)) \) as a measure for the informativeness of image \( z \) for re-training [20, 26, 35, 59, 60]. We leverage advances in Bayesian deep learning, transforming the deterministic ERFNet into a probabilistic version [30]. We consider using two alternative methods: Monte-Carlo (MC) dropout [26] and ensembles [35]. To measure model uncertainty, we utilise Bayesian active learning by disagreement [60], which computes the mutual information between the unknown labels \( y \) and the posterior distribution over weights \( p(W \mid Z, Y) \). However, the weights’ posterior is intractable for FCNs [26]. Thus, we approximate the true posterior prediction [59]:

\[
\hat{p}(y \mid z, Z, Y) = \frac{1}{T} \sum_{i=1}^{T} \text{softmax}(f^W(z_i)), \tag{2}
\]

where we independently sample \( T \) weights \( \hat{W}_i \) from a prior weight distribution \( q(W) \) performing MC integration.
MC dropout and ensemble methods provide two alternative approaches to construct the prior $q(W)$. In MC dropout, dropout is applied independently to the weights $W$ before each of the $T$ forward passes at test time. In the ensemble method, we train $T$ independently randomly initialised ERFNet models with stochastic mini-batch gradient descent. For further details on MC dropout and ensembles, we refer to [26, 30] and [35], respectively. Following Gal et al. [20], we approximate the mutual information using Eq. (2):

$$\mathbb{I}(y, W | z, Z, Y) \approx -\hat{p}(y | z, Z, Y)^T \log(p(y | z, Z, Y)) + \frac{1}{T} \sum_{i=1}^{T} \frac{1}{N} \sum_{r \in NN(r^{(i)}_{z,j})} -\log(p(y | z, \hat{W}_r))^T \log(p(y | z, \hat{W}_i)),$$

where $\log(\cdot)$ is applied element-wise. Intuitively, model uncertainty is high whenever the posterior prediction entropy is high, while single prediction entropy is low, but disagreeing with each other. We exploit this measure to guide the UAV towards more informative areas, i.e. regions of high model uncertainty. Note that our framework is agnostic to both, the model uncertainty estimation method and the chosen network.

2) Representation-based Method: Inspired by recent AL works [21–23], we study a representation-based planning objective as an alternative to uncertainty-based objectives. We deterministically quantify the network’s confidence in its prediction by estimating the image’s novelty to the network $f^W$ given training images and labels $Z, Y$ [28, 31, 61, 62]. Intuitively, the image’s novelty is high whenever the network’s latent representation of a new image $z$ and training images $Z$ is dissimilar. Although confidence measures for classification are well-known [61, 62], they are not directly applicable for semantic segmentation as they do not provide pixel-wise scores and are not invariant to object locations. Thus, we utilise the novelty measure for semantic segmentation proposed by Blum et al. [31].

We perform kernel-density estimation in the network latent space by computing the average cosine distance between the latent representations of image $z$ and its $k$-nearest latent representations of training images $Z$. We exploit the FCN’s architecture, where the network $f^W(\cdot) = d^W(e^W(\cdot))$ consists of an encoder $e^W$ parameterised by $W_e$, a decoder $d^W$ parameterised by $W_d$, and $W = \{W_e, W_d\}$. Specifically, we extract representations $e^W(z) = r^z \in \mathbb{R}^{C \times h \times w}$ after the encoder’s last convolutional layer with spatial dimensions downsampled by a factor of 8 compared to the image, and $C$ channel dimensions as induced by the ERFNet architecture. Hence, $r^z_{i,j}$ is a $C$-dimensional latent vector of the $(i,j)$-th $8 \times 8$ pixels patch of image $z$. After model training, we generate a database $R = \{r^1_{i,j}, \ldots, r^n_{i,j}\}$ of $\frac{w}{8} \times \frac{h}{8} \times N$ patch-wise representations of the training images $Z$. Given an image $z$ at inference time, its $(i,j)$-th novelty score is:

$$r(z)_{i,j} = \frac{1}{k} \sum_{r \in NN(r^{(i)}_{z,j})} 1 - \frac{\|r^z_{i,j} - r^r_{i,j}\|_2^2}{\|r^r_{i,j}\|_2^2},$$

where $NN(r^{(i)}_{z,j})$ is the set of $k$-nearest neighbors of $r^z_{i,j}$ in $R$ with respect to the cosine distance. Intuitively, higher novelty indicates higher informativeness of image $z$ for retraining. Fig. 4 provides a schematic of an image’s novelty score computation. For more details, we refer to Blum et al. [31].

A key feature of our framework is that it can easily be adapted to other acquisition functions and FCNs. This work shows its generality using the uncertainty- and representation-based objectives with ERFNet, as described above.

B. Probabilistic Semantic Mapping

An important basis for our new planning objective functions is our 2D multi-layer terrain map. This map captures global semantics, model uncertainties, representation novelties, and training data statistics to provide different sources of information for informative planning. We propose a probabilistic mapping module updating this information online as the UAV collects new images of the terrain. To achieve this, we utilise sequential probabilistic occupancy grid mapping [63] to update each map layer when a new measurement arrives. We discretise the terrain into three 2D maps $G_{S_1}: G \rightarrow \{0, 1\}^K \times W \times L$, $G_{U}: \{0, 1\}^W \times L$, $G_{R}: G \rightarrow \{0, 1\}^W \times L$ defined over a grid lattice $G$ with $W \times L$ spatially independent cells capturing the discrete semantic classes, continuous model uncertainties, and continuous novelty scores.

The semantic map $G_{S_1}$ consists of $K$ independent layers $G_{S_1}: G \rightarrow \{0, 1\}^K \times W \times L$ to map $i \in [K] > 2$ classes. Each grid cell’s $G^{m,n}$ random state follows a uniform prior distribution $G_{S_1}: g^{m,n} = p(g^{m,n} = 1) = \frac{1}{K}$. When a new image $Z_t$ arrives at time step $t$, the semantic predictions $p(y | f^W(z_t))$, see Eq. (2), are projected to the flat terrain given the UAV position $p_t \in \mathbb{R}^3$ and camera intrinsics. We utilise standard occupancy grid mapping for each layer $i$ and cell $G^{m,n}$ computing the posterior belief $G^{m,n}_{S_1} = p(\cdot | z_{1:t}, p_{1:t})$:

$$l(G^{m,n}_{S_1} | z_{1:t}, p_{1:t}) = l(G^{m,n}_{S_1} | z_t, p_t) + l(G^{m,n}_{S_1} | z_{t-1}, p_{1:t-1}) - l(G^{m,n}_{S_1} | z_{t-1}, p_{1:t-1}),$$

where $l(\cdot)$ are the log odds of the binary random variable, $p(G^{m,n}_{S_1} | z_t, p_t)$ is given by the projected semantic predic-
tions, \( p(G_{S_{t-1}}^{m,n} | z_{t-1}, p_{t-1}) \) is the recursive map belief, and \( p(G_{S_{t}}^{m,n}) \) is the map prior.

The model uncertainties and novelties are stored in the maps \( G_U \) and \( G_R \) with prior means \( \mu_{U,0} \) and \( \mu_{R,0} \) respectively. We fuse projected uncertainties \( u_t \) given by Eq. (3) and novelty scores \( r(z_t) \) given by Eq. (4) using maximum likelihood estimation assuming normally distributed \( G_U \) and \( G_R \). We maintain a hit map \( H : G \rightarrow \mathbb{N}^{W \times L} \) counting the total number of times a grid cell was updated during a mission. Then, we update the means \( \mu_{U,t}^{m,n} \) and \( \mu_{R,t}^{m,n} \) for a grid cell \( G_{S_{t}}^{m,n} \) by:

\[
\begin{align*}
\mu_{U,t}^{m,n} &= \mu_{U,t-1}^{m,n} + \frac{1}{H(G_{S_{t}}^{m,n})}(u_t^{m,n} - \mu_{U,t-1}^{m,n}), \\
\mu_{R,t}^{m,n} &= \mu_{R,t-1}^{m,n} + \frac{1}{H(G_{S_{t}}^{m,n})}(r(z_t)^{m,n} - \mu_{R,t-1}^{m,n}).
\end{align*}
\]

(6)

Last, we store a map \( T : G \rightarrow \mathbb{N}^{W \times L} \) to count how often grid cells occur in the training data set to foster data diversity in our proposed planning objectives. Note that the maps \( H(\cdot) \) and \( T(\cdot) \) are different as the camera could provide a high-frequency image stream for mapping while images only at the planned measurement position are collected for training.

A key feature of our mapping approach is that we accumulate and update the information between missions by updating the map prior. After each UAV mission, the network is re-trained on the collected training data. Re-training changes the semantic predictions, model uncertainty, and representation novelty estimates. Thus, we store all previously collected data and corresponding UAV positions. After re-training, we predict semantics, model uncertainties, and representation novelties of the stored data and sequentially fuse them according to Eq. (5) and Eq. (6). Our informed map prior strategy enhances map-based planning by avoiding exploration from scratch or replanning with outdated terrain knowledge.

C. Informative Path Planning

We develop IPP algorithms to guide a UAV to adaptively collect useful training data for our FCN. Our key idea is to link acquisition functions introduced in Sec. III-A to planning objective functions. Our planning strategies use the probabilistic acquisition functions introduced in Sec. III-A to planning objectives, \( \Psi \) with respect to the globally mapped model uncertainties \( G_{U,t} \) at a time step \( t \) (Sec. III-A1). In case of the representation-based objective (Sec. III-A2), we substitute the uncertainties \( G_{H,t} \) with novelties \( \Psi_{H,t} \), see Eq. (6). This variable can also be changed to capture other AL acquisition functions.

Local planner. We propose a different replanning strategy in our framework, one local image-based and three global frontier, sampling and optimisation schemes with information criteria \( I(\cdot) \) optimising Eq. (7) given the current terrain map states. The planners are illustrated in Fig. 5. In our experimental evaluation, we compare each planner’s performance in terms of segmentation performance over the total labelling cost.

In the following, we exemplarily present our planning objectives with respect to the globally mapped model uncertainties \( G_{U,t} \) at a fixed altitude. As the planner acts greedily, \( G_{U,t} \) with novelties \( G_{H,t} \), see Eq. (6). This variable can also be changed to capture other AL acquisition functions.

Frontier-based planner. Our local image-based planner follows the direction of the highest estimated training data information in the image recorded at the current UAV position. Specifically, we choose the direction of the image edge \( e_{z_t}^* \) with the highest average AL value normalised by the current training data counts \( T_t(p_c) \) in the grid’s subset spanned by the camera field of view from position \( p_c \) projected to the flat terrain. This way, we select neighboring informative images while locally fostering training data diversity. Then, \( p_{c+1} \) is reached by taking a predefined step size towards the direction of edge \( e_{z_t}^* \) at a fixed altitude. This resembles the planner proposed by Blum et al. [31] and generalises it to any AL objective.

Frontier-based planner. Our local geometric planner guides the UAV towards frontiers of the explored terrain with the highest AL objective in the terrain map. We use the hit map \( H(\cdot) \) to identify exploration frontiers. Particularly, we greedily choose the next-best measurement position \( p_{c+1} \) from a set of candidate positions \( p_{c+1} \) equidistantly sampled along the frontiers at a fixed altitude. As the planner acts greedily, optimising Eq. (7) reduces to selecting the path \( p_{c+1} = (p_{c+1}) \):

\[
P_{c+1} = \text{argmax}_{p_{c+1}} I((p_{c+1})) = \text{argmax}_{p_{c+1}} \frac{G_{U,t}(p_{c+1})}{T_t(p_{c+1})},
\]

(9)

where \( G_{U,t}(p_{c+1}) \) and \( T_t(p_{c+1}) \) are the globally mapped model uncertainties and training data counts within the camera field of view from position \( p_{c+1} \) and \( \lVert \cdot \rVert \) is the norm summing all elements in these subsets. This way, our frontier
planner trades off both exploration of unknown space for data diversity and focusing on regions potentially valuable for AL.  

**Optimisation-based planner.** Our optimisation-based planner selects a path \( \psi_{t+1} \) over a fixed horizon of multiple time steps. We utilise a two-step approach for efficient online replanning inspired by Popović et al. [3]. First, we greedily select a path \( \psi_{t+1} \) of length \( P \) over a grid above the terrain. Second, we use an optimisation procedure to fine-tune \( \psi_{t+1} \) in the continuous UAV workspace and return the next-best path \( \psi_{t+1} \).

First, we iteratively select a path \( \psi_{t+1} = (p_{t+1}^0, \ldots, p_{t+1}^P) \), where each measurement position \( p_{t+1}^i \), \( i \in \{1, \ldots, P\} \), is greedily chosen over a sparse lattice \( F \) of discrete candidate positions \( p^c \) at a fixed altitude:

\[
    p_{t+1}^i = \arg\max_{p^c \in F} \frac{\| G_{U,V}(p^c) \|_1}{c(p_{t+1}^i, p^c) \| T_{t+1-i}(p_{t+1}^i)p^c \|_1},
\]

where \( T_{t+1-i}(p^c) \) is the subset of the forward-simulated training data count map given by the camera field of view at position \( p^c \). The forward simulation of the current map \( T \) based on the previously selected positions \( (p_{t+1}^0, \ldots, p_{t+1}^{i-1}) \) is crucial as one cannot forward-simulate model uncertainties. Forward-simulating \( T \) linearly decreases uncertainty with the number of a grid cell’s training set occurrences. This fosters data diversity and terrain exploration.

Second, we refine the greedy positions of \( \psi_{t+1} \) in parallel in the continuous UAV workspace. To this end, we initialise an optimisation procedure with the greedy solution \( \psi_{t+1} \) and extend Eq. (10) to an information criterion \( I(\cdot) \) evaluating candidate paths \( \psi_{t+1} = (p_{t+1}^0, \ldots, p_{t+1}^P) \):

\[
    I(\psi_{t+1}) = \sum_{i=1}^P \frac{\| G_{U,V}(p_{t+1}^i) \|_1}{c(p_{t+1}^i, p_{t+1}^i) \| T_{t+1-i}(p_{t+1}^i)p^c \|_1}.
\]

The candidate path \( \psi_{t+1} = (p_{t+1}^0, \ldots, p_{t+1}^P) \) maximising Eq. (11) is chosen and measurement position \( p_{t+1}^1 \) is executed. We found that normalising AL information of a path by its execution costs leads to more efficient budget allocation. This planning strategy supports any optimisation algorithm, which can optimise objective function Eq. (11).

**Sampling-based planner.** Our sampling-based planner utilises Monte-Carlo tree search (MCTS) [64] to optimise a next-best measurement position \( p_{t+1}^i \) in a non-myopic fashion. We simulate a number of future paths \( \psi_{t+1} = (p_{t+1}^0, \ldots, p_{t+1}^P) \) of length \( P \) at a fixed altitude. Each tree node \( n_i \) at depth \( i \in \{0, \ldots, P\} \) is uniquely defined by its state \( S_{n_i} = \{ p_{t+1}^i, T_{t+1-i}, B_{n_i} \} \) consisting of a measurement position \( p_{t+1}^i \), forward-simulated training data count map \( T_{t+1-i} \) along the tree’s traversed path to node \( n_i \) and remaining mission budget \( B_{n_i} \). The tree’s root node \( n_0 \) is defined by \( S_{n_0} = \{ p_t, T_t, B \} \), where \( p_t \), \( T_t \) and \( B \) are the current UAV position, training data count map, and mission budget. At each node, the planner selects the next position from a discrete set of actions with different step sizes and orientations. While traversing the search tree, we use the upper confidence bound bandit algorithm [64] to choose a child node. When reaching a leaf node, we roll out the path by sampling actions uniformly at random in each subsequent node until the remaining budget is exceeded or path length \( P \) is reached. A simulated path’s information \( I(\psi_{t+1}) \) is computed by summing rewards along subsequent parent and child nodes \( n_i, n_{i+1} \) given by:

\[
    R(n_i, n_{i+1}) = \frac{\| G_{U,V}(p_{t+1}^{i+1}) \|_1}{c(p_{t+1}^{i+1}, p_{t+1}^{i+1}) \| T_{t+1-i}(p_{t+1}^{i+1})p^c \|_1}.
\]

To show that our approach supports various planning algorithms, we proposed the four diverse planners above and showcase their integration into our modular framework. Further, we highlight that our planning strategies are agnostic to the acquisition functions introduced in Sec. III-A.

**IV. EXPERIMENTAL RESULTS**

Our experiments evaluate our proposed method and show the benefits of our mapping module (Sec. IV-B), Bayesian ensemble (Sec. IV-C), and AL planning objective functions (Sec. IV-D). We verify our planning framework’s generality and analyse its AL performance on vastly differing real-world aerial datasets and in a photo-realistic simulator against classical coverage and random walk exploration data collection (Sec. IV-E). We conduct a sensitivity analysis validating the framework’s robustness to the choice of model architecture, pre-training schemes, and UAV starting positions (Sec. IV-F). We conduct a sensitivity analysis validating the framework’s robustness to the choice of model architecture, pre-training schemes, and UAV starting positions (Sec. IV-F). Notably, our experiments show that our map-based planners outperform the local planning strategy for AL proposed by Blum et al. [31], which, to the best of our knowledge, is the only directly comparable approach to date.

**A. Experimental Setup**

**Baselines.** We compare our planning framework against three baselines: a traditionally-used coverage-based collection strategy [44], and two random walk-based exploration planners.

The coverage strategy precomputes a static path maximising the area covered by the UAV to foster spatial coverage of
We precompute lawnmower-like patterns before each mission starts, alternate the pattern’s orientation, and vary the step size between measurement positions.

We consider two random walk exploration planners, local and global planning. Similar to the local planner, the local exploration planner chooses for a given UAV position one of the four image edges at random and follows the edge direction with predefined step size. The global exploration planner randomly selects a UAV position in the continuous space above the terrain, similar to our map-based planners. For better budget management, we sample a step size uniformly at random between a minimum and maximum radius around the UV, then also set its heading uniformly at random.

This way, both exploration planners aim to foster data diversity while handling the budget properly. As they resemble the action spaces of the planners introduced in Sec. III-C, we can study the influence of our action space design and verify that similar results hold true for deterministic network and random effects. Fig. 6 exemplifies the paths planned by all four planners for a given UV position.

Datasets. We evaluate our planning framework on two real-world orthomosaic datasets and in a photorealistic physics-based UAV simulator resembling real-world deployment conditions. Detailed environment, sensor, and UAV mission settings are shown in Table I. Below, we highlight the key differences between the three scenarios.

First, we use the large 7-class urban aerial ISPRS Potsdam orthomosaic dataset [5]. This dataset is characterised by a dense spatial distribution of classes, such that the coverage and exploration baselines can collect visually and semantically different features easily. We sample 4000 train, 1000 validation, and 3500 test images uniformly at random from non-overlapping regions in the orthomosaic. We use the ISPRS Potsdam dataset for the main experiments evaluating our mapping module (Sec. IV-B), Bayesian ensemble (Sec. IV-C), and planning objectives (Sec. IV-D).

Second, we evaluate our approach on the land cover RIT-18 orthomosaic dataset [7] consisting of semantics covering large connected areas, e.g., asphalt, vegetation, and lake, and local regions, e.g., building, with six classes in total. As the RIT-18 dataset does not provide different orthomosaics for training and testing, we evaluate the UAV’s vision capabilities by sampling the test set from the same area. In contrast to the ISPRS Potsdam dataset, this does not allow us to draw conclusions about the model’s generalisability, but about its performance in the deployed environment only. This is still a crucial skill for autonomous robot deployment. Our evaluation protocol on RIT-18 resembles that of Blum et al. [31].

Last, we test our framework in Flightmare, a photorealistic simulator with a physics engine for emulating UAV dynamics simulation [12]. We deploy a UAV in the provided ‘Industrial’ environment introducing 10 semantic classes of different spatial distributions, e.g., hangar, container, road, fence, and pipe. The scene covers a dense area leading to compactly distributed semantics easily explorable by the baseline approaches. As the ‘Industrial’ terrain is small, we evaluate the UAV’s semantic segmentation performance in the deployed environment only.

We perform a study comparing the AL performance of the baseline strategies in Fig. 7. On the ISPRS Potsdam dataset, the coverage pattern is the superior baseline, while the global random walk exploration performs best on the RIT-18 dataset and in the Flightmare simulator. Note that, while MC dropout is used in Fig. 7 to predict semantic segmentation, we found that similar results hold true for deterministic network and ensemble inference.

Evaluation Metrics. Our AL planning pipeline aims to maximise semantic segmentation performance with minimal

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Classes</th>
<th>Task</th>
<th>Area [m × m]</th>
<th>FoV [px × px]</th>
<th>GSD [cm/px]</th>
<th>Altitude [m]</th>
<th>Budget [s]</th>
<th>Test Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potsdam [5]</td>
<td>Orthomosaic</td>
<td>7</td>
<td>Urban</td>
<td>900 × 900</td>
<td>400 × 400</td>
<td>15</td>
<td>30</td>
<td>1800</td>
<td>3500</td>
</tr>
<tr>
<td>RIT-18 [7]</td>
<td>Orthomosaic</td>
<td>6</td>
<td>Land Cover</td>
<td>261 × 568</td>
<td>400 × 400</td>
<td>8.0</td>
<td>15</td>
<td>400</td>
<td>3500</td>
</tr>
<tr>
<td>Flightmare [12]</td>
<td>Unity/Gazebo</td>
<td>10</td>
<td>Industrial</td>
<td>150 × 130</td>
<td>480 × 720</td>
<td>8.3</td>
<td>20</td>
<td>150</td>
<td>1000</td>
</tr>
</tbody>
</table>

Fig. 7. Comparison of AL performance of our three baseline planning approaches with MC dropout inference (a) on the ISPRS Potsdam dataset [5], (b) on the RIT-18 dataset [7], and (c) in the photo-realistic Flightmare UAV simulator [12]. Steeper curves indicate better AL performance. We compare our planning strategies to the best-performing baseline in each setting: coverage on ISPRS Potsdam and the global random walk on RIT-18 and in Flightmare.
human labelling effort, i.e. minimal training data. In line with the standard in AL literature [8, 16, 19–21, 24, 31, 33–35, 60], our key evaluation metrics assess semantic segmentation performance (dependent variable) over the number of collected training images (independent variable). Higher semantic segmentation performance thanks to newly added images indicate better AL, and thus, planning performance. We choose mean Intersection-over-Union (mIoU), per-pixel accuracy, and per-pixel F1-score to access semantic segmentation performance. mIoU is used in popular semantic segmentation benchmarks [65, 66]. It is defined as $\text{mIoU} = \frac{\sum_{i} \min(TP_{i}, \hat{TP}_{i})}{\sum_{i} \min(TP_{i}, \hat{TP}_{i}) + \min(FP_{i}, \hat{FP}_{i}) + \min(TN_{i}, \hat{TN}_{i}) + \min(FN_{i}, \hat{FN}_{i})}$, where $TP$, $FP$, $TN$, and $FN$ are the true and false positives, and true and false negatives. Per-pixel accuracy $\text{acc}$ and F1-score $f1$ are typically used in classification benchmarks [67]. They are defined as $\text{acc} = \frac{TP}{2TP + FP + TN + FN}$ and $f1 = \frac{2TP}{2TP + FP + FN}$. RIT-18 and Flightmare have strongly imbalanced class distributions. Thus, we use the F1-score instead of accuracy for these scenarios. Note that, as training datasets are incrementally collected while exploring an initially unknown environment, the training image distribution changes during deployment as new visual features or semantics are discovered. Hence, the training image distribution could differ from the true image distribution, which could lead to non-monotonic model improvement. To make model performance trends easier to follow, we additionally fit trend lines for the experiments conducted on the ISPRS Potsdam and Flightmare datasets. As performance trends are less regular on the RIT-18 dataset due to the more challenging exploration of semantics, we show piecewise linear line plots for these experiments.

**Training Procedure.** We utilise a lightweight Bayesian ERFNet for semantic segmentation as described in Sec. III-A. The model is pre-trained on the Cityscapes dataset [66] to start experiments and training after each of the 10 subsequent data collection missions from the same checkpoint. This also avoids catastrophic forgetting and accumulating training time. We re-train the model until convergence with batch size 8 and weight decay $\lambda = (1 - p)/2N$ in Eq. (1), where $p = 0.5$ is the dropout probability, and $N$ is the number of training images [20]. All other model hyperparameters follow the standard ERFNet [29], not tuned for maximal performance in our setting, and kept fixed with changing datasets and planners. **Planning Hyperparameters.** Our optimisation-based planner leverages the CMA-ES procedure as it has been shown to yield competitive performance in terrain monitoring tasks [3, 40]. We fix a set of hyperparameters for all planners with reasonable length scales on the ISPRS Potsdam dataset, i.e. UAV step sizes, minimum and maximum action space radii, grid discretisation, and initial CMA-ES covariance. Only these hyperparameters dependent on the aerial dimensions are scaled accordingly with changing environment sizes. The scale-independent hyperparameters, e.g. number of MCTS simulations, are set in line with prior works [3, 64]. We fix the UAV’s starting position to the top-left corners of each terrain. **Planning Strategies.** We outline our planning strategies in detail in Sec. III-C. In our experiments, we refer to the planners in the legends as follows: the local planner is named Local, the frontier-based planner is named Frontier, the optimisation-based planner is named Optimisation, and the sampling-based planner is named Sampling. The baseline approaches are referred to as follows: the coverage pattern is called Coverage, and the local and global random walk exploration strategies are abbreviated with Rand-Glo and Rand-Loc.

**B. Informative Mapping**

The first set of experiments analyses the performance of our approach. It (i) verifies the superior AL performance of our planning framework over the baselines; (ii) shows that our global map-based planners outperform state-of-the-art local planning; and (iii) quantifies the benefit of our mapping module for the global map-based planners. The experiments are evaluated on the ISPRS Potsdam dataset [5]. To focus on evaluating the effect of our mapping module (Sec. III-B) on the map-based planners, we fix Bayesian model uncertainty as our planning objective estimated with MC dropout (Eq. (3)). Map priors are recomputed before each mission starts to allow for maximally informed global planning.
Fig. 8 summarises the AL performance with the informed mapping strategy for each planner. All planners reach higher final prediction performance than the coverage baseline (yellow). This supports the claim that our framework is generally applicable to different planning algorithms. Further, it suggests that active replanning is key to efficiently improving robot vision. Notably, our global map-based planners (orange, blue, green) exceed the coverage baseline’s maximum prediction performance (≈ 55% mIoU, black dashed line) after ≤ 250 labelled images (dashed green line), while the baseline requires ≈ 500 labelled images (yellow dashed line) to reach this performance. Particularly, for the uncertainty-based objective, our map-based planners show stronger AL performance than the local planner (purple) proposed by Blum et al. [31] as the map-based planners’ performances upper-bound the local planner’s performance for any fixed number of labelled images. In contrast to local planning, map-based planners drastically reduce training data requirements and tend to achieve higher final prediction performance.

To better understand the benefits of our active planning framework, Fig. 11 exemplarily compares the per-class AL performance of the map-based frontier planner (dashed lines) to the coverage baseline (solid lines) in the ISPRS Potsdam scenario. Our active frontier-based planning strategy shows higher AL performance in almost all classes, irrespective of their training data support. Interestingly, the ‘car’ class (blue) has lower training data support than the ‘tree’ (green) and ‘vegetation’ (red) classes but shows stronger IoU performance, even with non-targeted coverage planning. However, active planning improves the ‘car’ prediction performance even faster than the non-targeted baseline showing the benefit of our framework for classes with little training data support. Further, although the ‘tree’, ‘background’ (orange), and ‘vegetation’ classes have high training data support, they are difficult to distinguish as their visual appearance from a top-down view depends on the image resolution, altitude, and season. This leads to challenging predictions, which may be partially attributed to data instead of model uncertainty, which cannot be explained away with more training data [59]. Thus, not all classes with high training data support benefit to the same extent from active planning. At the same time, although the ‘building’ class (yellow) has high training data support and is reliably detected by both planners, the frontier-based planner still shows faster performance improvement as our framework can account for the differing visual appearance and geometry of office buildings, historical buildings, and townhouses. Overall, the results suggest that our framework can capture complex task-dependent inter-class and intra-class model uncertainties, which are too complex to capture with a single training data support heuristic, leading to superior AL performance over non-targeted baselines.

To support the claim that our new mapping module is important for the planning framework’s performance, we perform an ablation study to measure its effect on our map-based planners. We consider two mapping setups where the UAV either maps training images at planned measurement positions only (pointwise sensor) or maps the images continuously as it moves (continuous sensor stream). Fig. 10 displays the
AL performance of our map-based planners (i) recomputing informative prior maps before each mission starts based on previously collected data and the re-trained network (purple), (ii) mapping a continuous RGB image stream (blue) instead of mapping training images at planned measurement positions only (orange), and (iii) combining both informative prior maps and mapping continuous sensor streams (yellow).

All map-based planners show better AL performance with recomputed map priors as they exploit already mapped heterogeneous terrain information. This suggests that mapping and updating knowledge collected across missions with re-trained networks, i.e. changing vision capabilities, is key to strong planning performance. In contrast, mapping more information during a single mission with a fixed network is less crucial. Mapping a continuous image stream instead of mapping training data information at planned measurement positions only leads to performance improvements for the greedy frontier-based planner, while both non-greedy planners do not benefit from mapping more information during a mission. Accordingly, combining both mapping continuous sensor streams and recomputing map priors leads to higher AL performance of the frontier-based and optimisation-based planner. The sampling-based planner does not show a performance gain when combining mapping of continuous sensor streams and recomputing map priors. Particularly, our greedy frontier-based planning strategy shows significant improvements by leveraging the informative mapping procedure. Our non-greedy optimisation- and sampling-based planners are more robust to less informed map priors, perhaps because they utilise non-myopic planning along multiple waypoints, while the frontier-based planner only reasons about the next waypoint. Qualitatively, Fig. 9 verifies that informative prior maps for frontier-based planning leads to more efficient terrain exploration across missions and targeted data collection within missions resulting in higher model performance with fewer training images.

C. Bayesian ERFNet Ensemble Study

The second experiment shows that our Bayesian ensemble provides reliable uncertainty estimates for AL planning objectives. Moreover, the ensemble achieves higher prediction performance than non-Bayesian and Bayesian ERFNet with MC dropout, presented in our prior work [30].

To confirm that our Bayesian ensemble of ERFNets delivers informative model uncertainties for planning and yields superior prediction performance, we train an ensemble on the ISPRS Potsdam dataset [5] with 4000 training images and compare it to the Bayesian ERFNet with MC dropout developed in our previous work [30] and a deterministic ERFNet. Qualitatively, Fig. 12 verifies high model uncertainty of our ensemble in misclassified or hard-to-predict regions. Thus, the ensemble’s model uncertainties provide reliable information for planning objectives.

To assess our Bayesian ensemble’s prediction capabilities and computational efficiency for online inference on UAVs, we study its performance with varying numbers of ERFNet models $T = \{2, \ldots, 8\}$ in Fig. 13. We compare the ensemble’s performance to the deterministic ERFNet [29] using a single forward pass and to our Bayesian ERFNet utilising $T = 20$ MC dropout samples for converging to maximal performance [30]. To quantify the reliability of estimated uncertainties, we measure model calibration using the expected calibration error (ECE) metric [68]. Intuitively, model calibration is high, i.e. ECE low, when the model’s probabilistic predictions match its accuracy on a test set.

For $T = 8$ models, our ensemble (blue) improves segmentation performance by 4.96% mIoU and ECE by 7.09% over the deterministic ERFNet (orange). Additionally, for $T = 8$ models, our ensemble improves segmentation performance by 0.90% mIoU and ECE by 1.68% compared to the Bayesian ERFNet with MC dropout. Overall, as the number of models increases, segmentation performance and calibration both improve. favourably for online inference, with $T \approx 6$ models, performance gains already converge. Further, the Bayesian ensemble performs on par with the Bayesian ERFNet ($T = 20$ MC dropout samples) already

Fig. 12. Qualitative results with our ensemble of $T = 8$ ERFNets trained on ISPRS Potsdam. Columns from left to right: RGB input, ground truth, prediction, error image (negative prediction log-likelihood), model uncertainty (Eq. (3)). High model uncertainty (yellow) in misclassified regions (whiter) validates that our ensemble provides consistent uncertainty estimates as a basis for an AL planning objective in our framework.

Fig. 13. Performance of our Bayesian ensemble with varying number $T$ of ERFNets (blue), deterministic ERFNet (orange), and Bayesian ERFNet with $T = 50$ MC dropout samples [30] (black, dashed) on ISPRS Potsdam. For $T = 8$, the ensemble improves mIoU by 4.96% (middle) and reduces ECE by 7.09% (right) over a deterministic ERFNet, and improves mIoU by 0.90% and reduces ECE by 1.68% over the Bayesian ERFNet with MC Dropout.
D. Comparison of Planning Objectives

Our third set of experiments shows that Bayesian model uncertainty-based objectives guarantee strong AL performance irrespective of the uncertainty estimation technique. Further, it verifies that our general framework supports various AL acquisition function paradigms, including representation-based and uncertainty-based objectives.

As we show in this experiment, Bayesian model uncertainty-based planning objectives outperform baselines with different uncertainty estimation techniques. We investigate our Bayesian ensemble’s AL performance on the ISPRS Potsdam dataset. For a fair assessment, we evaluate the coverage baseline with ensemble inference. Fig. 14 summarises the results using our Bayesian ensemble of \( T = 4 \) ERFNets for all planning approaches. All planners show better performance than the coverage baseline (yellow), which confirms the intuition that active planning for AL benefits from Bayesian model uncertainty-based objective functions. Similar to our MC dropout-based uncertainty estimation in Fig. 8, map-based planners (orange, blue, green) achieve higher prediction performance with fewer training images compared to the local planner (purple), further illustrating the advantage of map-based planning in our framework.

To further support our framework’s generality under various uncertainty-based objective functions, we investigate its performance using a classical non-Bayesian entropy-based acquisition function [20, 28]. Given an image \( z \) and a model with deterministic parameters \( W \), \( p(\mathbf{y} | z, W) \) is the maximum likelihood estimate over labels \( \mathbf{y} \). Then, the prediction entropy

\[
\mathbb{H}(\mathbf{y}) = -p(\mathbf{y} | z, W)^T \log(p(\mathbf{y} | z, W)) \tag{13}
\]

is highest when the prediction is uniform, i.e. most uncertain. Qualitatively, Fig. 15 shows that non-Bayesian entropy is weakly correlated with prediction errors as it fails to estimate globally calibrated uncertainties.

We replace the Bayesian model uncertainty, see Eq. (3), with the entropy of a deterministic forward pass. For a fair comparison, the coverage baseline uses a deterministic forward pass as well. As shown in Fig. 16, the optimisation-based, frontier-based and local planners outperform the baseline, while the sampling-based planner performs similarly to the baseline. In line with results for Bayesian model uncertainty-based objectives, the optimisation-based and frontier-based planners show high prediction performance with substantially fewer training images compared to the local planner.
Fig. 17 shows the effect of non-Bayesian entropy-based (orange) and Bayesian model uncertainty-based planning objectives estimated by either MC dropout (blue) or an ensemble (yellow) on the planners’ performances. Particularly, the map-based planners achieve higher AL performance using Bayesian model uncertainty-based objectives irrespective of the uncertainty estimation technique. Although the non-Bayesian objective yields competitive performance in early missions, generally, the Bayesian ensemble method leads to the best AL results. This could be due to two reasons. First, the ensemble shows higher prediction power (Fig. 13). Second, as suggested by our qualitative results (Fig. 15), non-Bayesian uncertainty is weakly calibrated, which results in a less informative planning objective.

To confirm that our framework is applicable to representation-based acquisition functions, we utilise the novelty score shown in Eq. (4) computed over the latent space of a deterministic ERFNet in our planning objective. For a fair assessment, we also utilise a deterministic ERFNet for the coverage baseline. Qualitatively, Fig. 18 visualises the representation novelties of a network trained and tested on disjoint areas of ISPRS Potsdam. Although the novelties do not correlate strongly with prediction errors (whiter), high novelty (yellowish) is assigned to rare visual cues, such as the helipad (bottom row), which could be an informative objective to collect diverse training images.

Fig. 19 depicts the AL results using representation novelties in the planning objective. All adaptive planners achieve higher segmentation performance than the coverage baseline (yellow). Further, our map-based optimisation (orange) and frontier (blue) planners require fewer training images than the local planner (purple) to reach high prediction performance. This validates that our framework generally supports various acquisition function paradigms and ensures higher AL performance than the baseline approaches, irrespective of the planning objective. Our experiments suggest that the map-based planners outperform the local planner more significantly using Bayesian uncertainty objectives. This could be due to the better-calibrated Bayesian uncertainty estimates (Fig. 13) leading to more informative planning objectives.

E. Other Scenarios

The fourth set of experiments suggests that (i) our planning framework reduces the number of labelled images required to maximise segmentation performance across substantially different environments, and (ii) our global map-based planning strategies outperform state-of-the-art local planning in most cases, irrespective of the chosen planning objective.

We support these claims with an evaluation of our framework on the RIT-18 dataset [7] and in the Flightmare simulator [12]. The RIT-18 semantics cover large areas leading to challenging exploration. The Flightmare simulator resembles real-world UAV control over an easy-to-explore photorealistic industrial terrain with strong random walk baseline performance. We access the framework’s performance using the Bayesian model uncertainty estimated with MC dropout, see Eq. (3), and the representation novelty score given by Eq. (4).

Fig. 20 summarises our planning results on the RIT-18 dataset [7]. Note that non-monotonic model performance...
improvements on RIT-18 are expected as semantics cover large areas leading to challenging exploration influencing the training class distribution. All map-based planning strategies show significantly higher final segmentation performance than the random walk baseline (yellow), irrespective of the chosen planning objective. This confirms that our framework reduces human labelling effort while maximising segmentation performance over vastly differing terrains. Particularly, in most cases, our map-based planners require fewer training images to achieve segmentation performance on par or higher than the local planner (purple). Notably, the local planner performs worse than the baseline using Bayesian model uncertainty showing that our map-based planners are more generally applicable than the local planner.

Fig. 21 illustrates our planning results in the Flightmare simulator [12]. All planners using the Bayesian model uncertainty objective show higher AL performance than the random walk baseline (yellow). Using the representation-based objective, only our two map-based optimisation (orange) and sampling (green) planners result in higher final prediction performance than the baseline. Combined with the RIT-18 results (Fig. 20), this suggests that our Bayesian model uncertainty-based objectives are more robustly applicable across varying terrains compared to the representation novelty score proposed by Blum et al. [31]. One possible explanation could be that Bayesian model uncertainty is more strongly correlated with the prediction errors, as indicated by our qualitative results in Fig. 12 and Fig. 18. In most cases, our map-based planners show higher AL performance in both terrains than local planning. This verifies that our map-based planners are crucial for informative data collection, while local planning is not robustly applicable to varying terrains and planning objectives.

**F. Sensitivity Analysis**

The fifth set of experiments analyses our framework under various task-dependent design choices. It (i) verifies our framework’s AL performance with varying UAV starting positions; (ii) validates our framework’s robustness to different pre-training schemes; and (iii) showcases our framework’s applicability and superior performance over baselines with different
model architectures. The experiments are evaluated on the ISPRS Potsdam [5] and RIT-18 [7] datasets using the Bayesian model uncertainty-based planning objective estimated by MC dropout. If not stated otherwise, we utilise the Bayesian ERFNet (Sec. III-A) pre-trained on Cityscapes [66].

Fig. 22 summarises the AL performance for each planner averaged over three different starting positions at the top-left, top-right, and bottom-right corners of the ISPRS Potsdam and RIT-18 datasets. All our map-based planners, on average, reach higher AL performance than the coverage baseline (yellow) and local planner (purple) on both datasets. In contrast, the local planner, on average, does not perform better than the coverage baseline on the ISPRS Potsdam dataset, as indicated by their largely overlapping means and standard deviations. Further, as indicated by the large standard deviations of the local planner and random walk baseline (yellow) on the RIT-18 dataset, the local planning and random walk AL performances heavily depend on the UAV starting position in challenging to explore terrains. This verifies that our map-based planners are robust to varying UAV starting positions, while local planning and the baselines are sensitive to the UAV starting position.

Fig. 23 summarises the AL performance for each planner averaged over three differently pre-trained Bayesian ERFNets. Each mission starts from the top-left corner of the ISPRS Potsdam and RIT-18 datasets with Bayesian ERFNet being randomly initialised, pre-trained on the Cityscapes dataset [66], or pre-trained on the Flightmare dataset [12]. Note that the standard deviations are mainly a result of the randomly initialised models having, as expected, weaker prediction performance than the pre-trained models irrespective of the planning approach. All our map-based planners, on average, show stronger AL performance than the baseline approaches (yellow) and the local planner (purple) on both datasets. Particularly, on the RIT-18 dataset, the local planner fails to outperform the random walk (yellow) irrespective of the pre-training scheme. These findings validate our map-based planners’ robustness to varying model pre-training schemes.

Fig. 24 summarises the AL performance of our planning
framework utilising a Bayesian variant of U-Net [10]. We extend the U-Net architecture by adding dropout layers after each convolutional block with a dropout probability of 10% to perform MC dropout for computing the Bayesian uncertainty-based planning objective. We conduct experiments with the Bayesian U-Net pre-trained on the Flightmare dataset [12] using the ISPRS Potsdam dataset starting each mission from the top-left corner. All active planners exceed the maximum semantic segmentation performance of the coverage baseline (yellow) with less than half of the training images. This confirms the effectiveness of active planning for AL irrespective of the chosen model architecture. Further, our map-based frontier (blue) and optimisation (orange) planners outperform local planning (purple), while the sampling planner (green) performs on par with local planning. This showcases strong AL performance of our map-based planners and the applicability of our framework to different model architectures.

V. CONCLUSION AND FUTURE WORK

This paper proposed a novel and unified planning framework for active learning in aerial semantic mapping to improve a robot’s semantic perception with minimal expert guidance. A key aspect of our work is to link our planning objectives to active learning acquisition functions, enabling us to adaptively replan the robot’s paths towards regions of informative training data. To ensure informatively informed online decision-making, our global planning algorithms leverage a sequentially updated probabilistic terrain map capturing semantics and acquisition function information. The framework is generally applicable to aerial robotic missions as it provides diverse acquisition functions, proposes various planning algorithms, is agnostic to the model architecture, and can be easily extended to other acquisition functions and planners.

Our experimental results show that our framework reduces the human labelling effort and maximises segmentation performance across varying terrains compared to traditionally used coverage and random walk data collection. Further, our map-based planners outperform state-of-the-art local planners used in active learning. The results also verify the benefit of our mapping module for the active learning performance. Overall, our findings demonstrate how active learning combined with online planning enables efficient training data collection to improve robotic perception in initially unknown environments.

Future work concerns integrating varying altitudes into the planning algorithms and estimating the resulting data uncertainty to select multi-view consistent informative training data. To further reduce human labelling effort, combining the supervised AL paradigm with self-supervised training and continual learning across different terrains could be a promising avenue for future research.
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