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A B S T R A C T

In traditional arable crop fields, tractors treat the whole field uniformly applying large quantities of herbicides
and pesticides for weed control and plant protection. Autonomous robots, instead, offer the potential to provide
a per-plant treatment, thus turning weed control and plant protection environment-friendly. To this end, an
autonomous robot has to reliably distinguish crops, weeds, and soil under a diverse range of environmental
conditions using its onboard sensors. Such recognition ability forms the basis for targeted plant-specific
treatments in the form of spot applications. Basically, all such perception systems used today rely on some
form of machine learning technique. However, current learning-based solutions often show a performance
decay when applied under new field conditions. This is a major bottleneck for real-world application and
finally commercial adoption. In this paper, we propose a simple yet effective approach to unsupervised domain
adaptation for semantic segmentation systems so that an existing segmentation pipeline can be adapted to
different fields, different robots, and different crops. Our system yields a high segmentation performance in
new target fields without the need for extra manual annotations. It exploits only annotations from the source
domain, i.e., the original field used for training the robot’s vision system. Our thorough evaluation shows
that our approach achieves high accuracy when transferring an existing segmentation system to different
environmental conditions, different plant species, and different robotic systems.
1. Introduction

Crops are a fundamental part of the production of food, feed, fuel,
and fiber and thus a key pillar for our society. Current intensive crop
production makes use of massive applications of agrochemicals, causing
a negative impact on our ecosystem. Agricultural robots have the po-
tential to revolutionize the standard practice (Asseng and Asche, 2019).
Shifting from uniform agrochemicals application to a per-plant appli-
cation, or even using alternative weeding tools to mechanically treat
individual plants or use lasers, the use of agrochemicals can be reduced
substantially (Khanna et al., 2022; Walter et al., 2017). Thus, robots
may evolve to an effective and at the same time environment-friendly
way to perform weed control (Pretto et al., 2020).

To achieve such a goal, autonomous robots must have a reliable
vision system, preferably based on standard RGB cameras, and a suite
of actuators like selective sprayers, lasers, or mechanical weeding tools
to enable selective and targeted treatments. Typically, the vision system
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is responsible for a real-time classification system that distinguishes
between crops, weeds, and soil. Today, such systems often use convo-
lutional neural networks (CNN) (LeCun et al., 2015; Krizhevsky et al.,
2017; LeCun et al., 1989) to predict a semantic mask where each pixel
is assigned to a class.

In recent years, such CNN-based systems became the standard so-
lution for robotic vision tasks in both crop fields (Zenkl et al., 2021;
Lottes et al., 2018b; Mortensen et al., 2016; Barreto et al., 2021; Zhang
et al., 2020; Milioto et al., 2018) and orchards environment (Kerkech
et al., 2018; Zabawa et al., 2020; You et al., 2022), overcoming the
requirement for handcrafted features (Haug et al., 2014; Roscher et al.,
2014; Lottes et al., 2017; Jumpasut et al., 2008). These CNN-based
classification systems typically achieve notable performances when
they are trained and deployed in the same, or at least similar, field
conditions (Hu et al., 2021).

The semantic segmentation task is a fully supervised one, mean-
ing that it requires a large amount of image-label pairs to train the
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Fig. 1. Locations and examples of collected data. We use data collected on different agricultural fields spread through Europe. We show a single image from each of the dataset
we used in this paper to appreciate the different environmental conditions that an autonomous robot has to face.
classification system. With labels being a major bottleneck, as they are
typically time-consuming involving substantial manual labor.

While such systems provide accurate and robust prediction when
deployed in environments similar to the environment used for training,
the ability of CNNs to provide accurate prediction in the new environ-
ment is often unsatisfactory. Such behavior is mainly caused by the
different characteristics between the training and testing environment.
Fig. 1 showcases common examples of the different environmental con-
ditions in which an agricultural robot should operate. In the following,
we refer to the training environment as the source domain, while the
target domain refers to the testing environment. This allows us to define
as domain shift the difference between the source and target domain.

In the context of broad acre fields, several factors contribute to the
domain shift. To name a few of these factors: different weed types can
be present in different fields, the growth stage of plants may be different
as well the soil conditions, and natural or artificial light conditions that
vary between the fields. To close the gap between different domains,
most contemporary methods use a fully supervised domain adaptation
strategy to adapt the classifiers to attain a suitable performance in
the targeted domain. However, supervised retraining or adaptation
requires additional labels for novel data from the targeted domain. In
practice, however, we often encounter scenarios where we have labeled
images from the source domain and only have raw, unlabeled images
from the target domain available that have been acquired during field
operation of the robot in the new environment. Consequently, such a
purely supervised approach to domain adaptation would prevent us
from effectively use of such classification systems at scale due to the
continuous labeling effort caused by domain changes.

We are not the first ones to suffer from such a domain shift and
different approaches have been proposed to tackle this problem. In our
2

previous conference paper (Lottes et al., 2018a), for example, we used
a channel-wise combination of Gaussian smoothing and contrast stretch
to improve generalization capabilities of our end-to-end trainable CNN
to jointly estimate plant stem positions in the image plane and a pixel-
wise semantic segmentation of crop and weeds. Building upon this, we
exploit the structure of typical crop fields to improve the performance
of our semantic segmentation CNN on unseen field (Lottes et al., 2020).
In this paper, we propose a joint encoder for extracting image features
that are then decoded by two task-specific decoders, one for semantic
segmentation and one for domain transfer.

Other researchers take alternative paths, Potena et al. (2016) pro-
pose a pipeline based on RGB and near-infrared images. They first
perform a binary segmentation to divide pixels into vegetation and
soil, then they use a CNN to classify each vegetation pixel as either
crop or weed. This approach, however, does not work with regular
cameras due to the missing near-infrared channel that was used to
identify vegetation pixels. Vasconcelos et al. (2021) propose to process
images from both, source and target, domains with a contrast-limited
adaptive histogram equalization, followed by a replacement between
low-frequency amplitudes of source and target domains obtained with
the fast Fourier transform. Cicco et al. (2017) propose to generate
labeled dataset with a computer graphic engine. They can generate
realistic images with the style of the target dataset. However, with this
solution, there is still the need to generate one synthetic dataset for
each target domain. Milioto et al. (2018) propose to use task-relevant
information, namely vegetation indices, in addition to RGB information
as input to the CNN to achieve better generalization capabilities on
new field conditions. McCool et al. (2017) propose to use a mix-
ture of lightweight CNNs for real-time crop/weed segmentation. Their
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pipeline has three stages: they first train a large model, afterward they
extract from it different lightweight CNNs using model compression
techniques, and finally, they form a mixture model by combining the
lightweight CNNs previously extracted, this lead to enhancement in
performances while having low inference time. The work, however,
does not address a transfer between domains. Blok et al. (2022) use an
active learning strategy to select which images are better to annotate to
maximize performances while reducing labeling efforts. In contrast to
the aforementioned studies, our goal is to improve the generalization
capabilities of semantic segmentation networks by explicitly addressing
the domain shift present in images collected under different conditions
without the need for labeling any single image of the target field. Wu
et al. (2023) propose an unsupervised domain adaptation method for
plant disease classification via uncertainty regularization, without the
need for adversarial training. Kwak and Park (2022) suggest a multi-
stage unsupervised adaptation method to classify crop types in satellite
images. Our work is different as we need pixel-level adaptations with
ground sampling distance around 1 mm

px to accurately segments crops
and weeds in images. In this article, we propose an approach that
enables us to transfer any existing semantic segmentation CNN to new
field conditions without the need for extra labeling efforts.

With the raise of generative adversarial networks (GANs) (Goodfel-
low et al., 2014), a diverse number of unsupervised domain adaptation
methods exploit synthetically generated images for training semantic
segmentation systems. Zhu et al. (2017) and Park et al. (2020) propose
approaches to transfer the style of a source image into the style of a
target image without changing the content of the source image without
relying on matched image pairs. They transfer the style of images from
the source towards the target domain such that the generated images
are visually indistinguishable from real images of the target dataset.
Experiments on different scenarios like translating summer conditions
to winter conditions or real photos into the painting style of famous
artists show outstanding qualitative results. Hoffman et al. (2018)
propose CyCADA, an adaptation approach for semantic segmentation
of urban scenes, building on top of CycleGAN (Zhu et al., 2017). They
include a semantic consistency term in the loss function to help the
CNN in retaining semantic content while transferring from synthetic
to real images. Chen et al. (2019) propose CrDoCo a pixel-wise domain
adaptation approach to have the same segmentation results on real and
generated images.

Similarly to Gogoll et al. (2020), our goal is to tackle the domain
shift in arable crop fields. To solve such problem, they first train
a semantic segmentation network on the source domain in a fully
supervised fashion. Afterward, they set up a cycle-consistent GAN (Zhu
et al., 2017) where generated images from source to target domain are
fed into a semantic segmentation network that is trained in parallel
to the cycle-consistent GAN. The previously trained semantic segmen-
tation network is additionally used to provide semantic predictions
on generated images from the target to the source domain. In this
way, is it possible to establish a cycle-consistent semantic loss. After
convergence, the generated images are then used to train the semantic
segmentation network for the target domain. In total, this leads to three
different training stages where six networks have to work together.
(two generators, two discriminators, and two semantic segmentation
networks.) Bertoglio et al. (2023) extend such an approach by adding
a constraint, in the form of an additional loss term, on the image phase
to further improve semantic preservation under the assumption that
phase component of an image contains information about its semantics,
while the amplitude carries information about its style. Our proposed
approach is different in two ways. First, we do not need to train a
neural network in advance to successfully translate images from source
to target domain. Second, our approach is able to translate images
keeping semantic information without the need for a cycle-consistent
loss term, making the translation simpler. Our proposed solution only
exploits one generator, one discriminator, and one semantic segmen-
tation network. We achieve a competitive adaptation performance on
3

l

semantic segmentation tasks to different fields, different robots, and
different crops.

In this paper, we bridge the performance gap in visual crop and
weed segmentation between source and target without additional la-
beling effort. We aim at providing an unsupervised domain adaptation
approach that enables us to train a CNN to attain suitable performance
in the targeted domain, but we only use labels from the source domain.
The main contribution of this work is an effective approach for unsuper-
vised domain adaptation for plant segmentation in agriculture and thus
we adapt existing systems to novel domains and environments, poten-
tially with different value crops, but also acquired with different robots.
Our proposed pipeline achieves a high segmentation performance in
the targeted domain using labeled RGB images from the source domain
and unlabeled RGB images from the target domain. In summary, we
claim the following: our approach (i) attains a suitable performance
for the semantic segmentation of crop, weed, and soil in the target
domain without the need for extra labels from the target domain for
the adaption of the segmentation approach, and (ii) allows to perform
domain adaptation between different field environments, differences in
the crops, and also robots used to acquire the data.

2. Material and methods

A domain shift is a change in the data distribution between source
and target dataset. Typically, CNN will perform well on the source
data while failing on the target data if the domain shift is large. We
propose an unsupervised domain adaptation approach yielding a high
performance in crop-weed-soil segmentation to new field conditions.
Our domain adaptation approach exploits a contrastive loss to replace
the cycle consistency for the style transfer. Together with the style
transfer, we learn to segment images from the source domain by sharing
the weights among the two tasks, see Fig. 2. In this setting, our
approach consists of a single GAN, namely a generator–discriminator
pair, and one domain specific CNN for semantic segmentation on the
target dataset. Thus, we are halving the complexity compared to the
approach by Gogoll et al. (2020).

2.1. Generative adversarial network

A generative adversarial network or, in short, GAN, is a system of
two neural networks competing against each other, where one network,
called the generator, is trained to produce realistic looking images
and the second network, the discriminator, is trained to recognize
which images are real and which are generated. We use a GAN to
generate images with the content of the source domain and the style of
the target domain. Thus, the GAN is the first building block to close
the gap between performances on source and target domain. In the
domain adaption setting, a GAN learns to generate data from the source
domain such that an adversarial discriminator is unable to distinguish
the different domains. By mapping samples of the source domain into
the target domain, we enable our model to learn on source data while
still generalizing to target data. The generator 𝐺 learns to map images
from source to target dataset, 𝐺 ∶ 𝑠 → 𝑡, at the same time the
discriminator 𝐷 tries to distinguish between real images from the target
domain 𝑡 and generated images from the source domain ̂𝑠. This can
be formalized with and adversarial loss:

GAN = min
𝐺

max
𝐷

E[log𝐷(𝑡)] + E[1 − log𝐷(𝐺(𝑠))] (1)

Intuitively, the discriminator tries to maximize both terms, namely
orrectly classifying each image in real or fake, while the generator
ries to fool the discriminator by minimizing the second term. In our
pproach, the generator is a CNN based on 9 ResNet (He et al., 2016)
locks. The discriminator is a simple sequence of 4 convolutional

ayers.
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Fig. 2. Method overview. Overview of our domain adaptation approach. Our proposed solution is a single GAN, i.e. a generator–discriminator pair. Our Generator 𝐺 takes as
input images from the source domain and outputs a translated image and a semantic mask. We, then, use the translated images to compute the GAN and contrastive loss. In
the first case, the discriminator, 𝐷, tries to differentiate generated images from the source domain and real images from the target domain. In the second case, we use patches
extracted at different locations in real source images and generated source images. We feed these patches to a network, 𝐹 , consisting of the encoder of the generator with the
addition of a two-layer MLP. In this way, we can compute the contrastive loss at different layers. The semantic mask is used to define a semantic segmentation loss exploiting
source labels.
2.2. Contrastive style transfer

The GAN loss previously defined is able alone to generate images
that share high level characteristics, such as light conditions and soil
type, with the target domain. However, such loss is not able to pre-
serve pixel-wise details. In our case, this could lead to losing small
plants completely or discriminative plant features such as plant veins
or reflectance. To tackle such issue, we use a patch-wise contrastive
strategy originally proposed by Park et al. (2020). During training, for
each source image 𝑠, we define a positive patch 𝐩+ and a set of 𝑁
negative patches 𝐩−𝑛 . After generating ̂𝑠, we extract the corresponding
positive patch, namely the query patch 𝐪. We can implement it, by
extracting such negative patches 𝐩−𝑛 at random locations in the source
image, 𝑠. We, then, extract the query patch and the positive patch,
𝐪 and 𝐩+, from the same pixel locations in the generated image, ̂𝑠,
and in the source image, 𝑠, respectively. We can now set up a noise
contrastive estimation framework (Oord et al., 2018) to maximize
mutual information between input and output. Each patch is mapped
to a M-dimensional vector using the encoder of the generator network
with the addition of a two-layer MLP. We denote such vectors as 𝐯+,
𝐯−𝑛 , 𝐯𝑞 . In the embedding space define by the generator encoder and the
MLP, we now want 𝐯+ and 𝐯𝑞 to be closer and clearly separated from
each negative patch 𝐯−𝑛 . This can be formalized with a cross entropy:

C = −log
[

exp(𝐯𝑞 ⋅ 𝐯+∕𝜏)
exp(𝐯𝑞 ⋅ 𝐯+∕𝜏) +∑𝑁

𝑛=1 exp(𝐯𝑞 ⋅ 𝐯−𝑛 ∕𝜏)

]

, (2)

where the parameter 𝜏 scales the distances between the query vector
and other vectors and all vectors are normalized. In such a loss, the
dot product measures the similarity between vectors. As one would
expect from a constrastive loss, Eq. (2) has a low value when the query
vector 𝐯𝑞 is similar to the positive vector 𝐯+ and it is not similar to 𝐯−.
Additionally, the patch loss just define can computed also on features
maps of intermediate layers and using positive patches at different
spatial location.
4

2.3. Sharing semantic features

While the constrastive loss can preserve details from source images
𝑠 to generated images ̂𝑠, there is no guarantee that the generated
images share semantic information with the source images. This hap-
pens more frequently when there is a dominant class in both datasets.
In our application, the soil represents a large part of the images while
crops and weeds being less frequent, especially the latter. Such a class
unbalance typically leads to a wrong adaptation, meaning that in the
generated images we can have regions with the appearance of soil
while being annotated as crop/weed or vice versa. Such failure cases
are a crucial aspect for domain adaptation approaches, given that we
use the source labels 𝑠 paired with the transformed images ̂𝑠. The
resulting inconsistency between visual appearance and semantic anno-
tations leads to inaccurate segmentation results on the target domain
𝑡. To enforce a semantic consistency between source and generated
images, we note that pixel belonging to different classes should undergo
different transformations. To this end, we can exploit the annotations
of the source domain 𝑠. Our idea is that we can generate images that
share the semantic content of the source domain while being visually
similar to the target domain by jointly learning: (i) to semantically
segment images from the source domain and (ii) to translate image
from source to target domain. Formally speaking, our generator 𝐺 takes
as input an image from the source domain and outputs a translated
image ̂𝑠 together with a semantic mask  . The translated image
contributes to the losses previously defined, GAN and C. We, then,
use the semantic mask to define a loss between the source labels 𝑠
and the semantic masks:

IOU = 1 −
𝑖( ,𝑠)
𝑢( ,𝑠)

, (3)

with:

𝑖( ,𝑠) =
∑

𝑐 ∗ 𝑐
𝑠 , (4)
𝑐∈𝐶
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and

𝑢( ,𝑠) =
∑

𝑐∈𝐶
𝑐 + 𝑐

𝑠 − 𝑐 ∗ 𝑐
𝑠 . (5)

In Eqs. (4) and (5), the variable 𝑐 refers to a class belonging to
a set of classes 𝐶, where 𝐶 = {soil, crop, weed} in our use case,
nd the symbol ∗ represents the element-wise multiplication. This loss
pproximates and maximizes the intersection over union (IOU) and it is
articularly suited for unbalanced classes (Rahman and Wang, 2016),
itting well our datasets given that the soil is over-represented in all of
hem.

.4. Overall loss function

We optimize the weighted sum of the previously defined terms:

= 𝑤𝑔𝑎𝑛GAN +𝑤𝑐C +𝑤𝑖𝑜𝑢IOU. (6)

Thus, during training, the GAN loss, GAN, is responsible for the
high-level style-transfer, soil type, plants color, light conditions and so
on. The contrastive loss, C, refines low-level details such as plants
boundaries or cracks or rock in the terrain, while the semantic loss,
IOU, preserves semantic consistency between source and generated
images.

2.5. Domain-specific CNN

Once we generate the transformed images ̂𝑠, we pair them with the
source label 𝑠 to train the semantic segmentation model that we will
deploy on the target domain 𝑡. For this task, we use ERFNet (Romera
et al., 2018). It takes RGB images as input and output respective
semantic segmentation mask, encoding a pixel-wise classification into
crop, weed, and soil. For training, we use the loss defined in Eq. (3)
approximating the IOU. This loss is more stable with imbalanced class
labels and thus well-suited for our crop-weed segmentation problem
where plant pixels (crop or weed) are typically under-represented with
respect to the amount of soil pixels. We, additionally, use a class
weighting scheme to tackle the heavy class imbalance in our datasets.

3. Results

We consider the problem of unsupervised adaptation, where we are
provided source data 𝑠, source labels 𝑠, and target data 𝑡, but no
target labels. The objective is to generate a set of images, ̂𝑠, which
share the content of 𝑠 while having similar appearances of 𝑡. Thus,
using ̂𝑠 and 𝑠, being able to learn a model 𝑓 that can correctly predict
the label for the target data 𝑡 without the need for target labels. We
provide experiments to support our claim the following: our approach
(i) attains a suitable performance for the semantic segmentation of
crop, weed, and soil in the target domain without the need for extra
labels from the target domain for the adaption of the segmentation ap-
proach, and (ii) allows to perform domain adaptation between different
field environments, differences in the crops, and also robots used to
acquire the data. All claims are experimentally validated on real-world
data.

3.1. Experimental setup

In our experiments, we use dataset collected under different degrees
of domain shift to show the performance of our approach in typical
real-worlds scenarios for agricultural robots. In total, we perform our
experiments on six different real-world datasets, which we collected
with ground robots and UAVs. We acquired all datasets such that the
ground sampling distance is around 1 mm

px . In total, we evaluate our
pproach on 3916 images containing sugar beets, sunflowers, different
eed types, different growth stages, and different soil conditions. The
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atasets were collected under natural or artificial lighting conditions.
Table 1
Dataset overview. Key characteristics of the dataset used in this article.

Name # Images Crop Leaf stage Camera Robot

UGV-Bonn 2148 Sugar Beet 4–8 JAI BoniRob
UGV-Stuttgart 665 Sugar Beet 2–8 JAI BoniRob
UAV-Bonn 379 Sugar Beet 4–12 ZX5s Inspire-II
UAV-Zurich 336 Sugar Beet 4–12 ZX5s Inspire-II
Sunflower 83 Sugar Beet 4–6 JAI Self-built
Sugarbeet 305 Sunflower 4–6 JAI BoniRob

Table 1 summarizes the key properties of the used datasets in our
experiments. Additionally, we provide few sample images from each
dataset to show the variations of the used datasets in Fig. 3.

We evaluate our domain adaptation strategy by computing semantic
segmentation metrics on the target domain when using the generated
images as training set. Specifically, we report: (i) the mean intersection
over union (IoU) over the three considered semantic classes (crop,
weed, soil) and (ii) the per-class precision and recall. We additionally
compute the Frechet inception distance (FID) introduced by Heusel
et al. (2017) to capture the similarity between generated and real
images.

For each experiment, we report the semantic segmentation results
on the target domain when using only the source domain as training
set. We refer to this approach as vanilla from now on. Furthermore,
we show the results on the target domain when using only the target
domain as training set. This approach can be seen as an upper boundary
as it corresponds to the fully supervised setting. Furthermore, to better
evaluate our model, called SemCUT, we use different baselines. Cycle-
GAN (Zhu et al., 2017) and CUT (Park et al., 2020) that do not
use labels from the source domain but also Sem-Cycle-GAN (Gogoll
et al., 2020), which exploits source labels during the training of the
adaptation network. We additionally compare our approach to DUA
by Mirza et al. (2022), a non-generative approach that updates the
statistics of the batch normalization layers to adapt a model trained on
the source domain to the target domain. We describe training details
together with qualitative results for generated images and semantic
segmentation masks in the supplementary material.

3.2. Translating between locations (Bonn vs. Stuttgart) using UGV data

In the first experiment, we use two datasets of sugar beet fields, the
firs was collected near Bonn, Germany, and the second was collected
near Stuttgart, Germany. Besides the different visual aspect of the
field due to different environmental conditions, the dataset collected
in Stuttgart uses a different artificial lighting source that was not used
when collecting the dataset in Bonn, which leads to a different visual
appearance as shown in Fig. 3. In the Bonn dataset, the sugar beet show
a number of leaves between 4 and 8, while the Stuttgart dataset has a
number of leaves between 2 and 8. We collected both datasets using the
BoniRob robot from DeepFields Robotics (Ruckelshausen et al., 2009).
The robot is equipped with a AD-130GE camera produced by JAI.

For both adaptation directions, our proposed solution provides the
highest mean IoU reaching above 72% in both directions while CUT and
Sem-Cycle-GAN yield competitive performances only in one direction,
see Table 3. In both directions, the higher mean IoU obtained by our
approach is due to the higher values in the precision metrics, while
the recall is on pair with the other baselines, Fig. 4. Interestingly, CUT
obtains lowest FID values in both datasets, see Table 2, but this does
not translate to better segmentation results.

3.3. Translating between locations (Bonn vs. Zurich) using UAV data

Similar to the first experiment, we collected two datasets flying over
sugar beet fields with the same UAV. We collect one dataset again in
Bonn the other in Zurich, Switzerland. We collected both datasets with
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Table 2
FID. Comparison of data similarity between target doman and generated images. We also report the FID score between source and target
domain. Interestingly, the FID score does not correlate with better segmentation performances on the target domain.
Datasets Approach

Source Target Cycle-GAN CUT Sem-Cycle-GAN SemCUT
Zhu et al. (2017) Park et al. (2020) Gogoll et al. (2020) (ours)

UGV-Bonn UGV-Stuttgart 244.33 189.11 67.44 96.88 91.15
UGV-Stuttgart UGV-Bonn 244.33 90.65 26.85 76.91 80.94
UAV-Bonn UAV-Zurich 171.36 286.90 71.03 93.93 75.04
UAV-Zurich UAV-Bonn 171.36 169.46 80.49 76.27 94.63
Sunflower Sugarbeet 421.51 364.56 84.13 222.2 108.21
Sugarbeet Sunflower 421.51 117.13 125.81 123.13 126.90
Fig. 3. Example images of the different datasets. We show a few sample for each dataset used in this paper.
6
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Fig. 4. UGV-Bonn vs UGV-Stuttgart. Per-class precision and recall.
Fig. 5. UAV-Bonn vs UAV-Zurich. Per-class precision and recall.
Table 3
Mean IoU in [%]. Semantic segmentation results after traning the ERFNet using as training set images generated with different adaptation
approaches.
Datasets Approach

Source Target Vanilla DUA Cycle-GAN CUT Sem-Cycle-GAN SemCUT Supervised
Mirza et al. (2022) Zhu et al. (2017) Park et al. (2020) Gogoll et al. (2020) (ours)

UGV-Bonn UGV-Stuttgart 53.94 59.95 23.19 71.59 68.69 72.71 90.36
UGV-Stuttgart UGV-Bonn 69.04 58.01 67.04 68.42 72.53 72.59 85.46
UAV-Bonn UAV-Zurich 46.01 63.10 45.45 66.97 74.44 69.05 88.51
UAV-Zurich UAV-Bonn 74.42 71.83 53.12 67.05 64.11 66.47 82.54
Sunflower Sugarbeet 53.31 49.46 51.96 54.06 56.85 52.23 88.74
Sugarbeet Sunflower 32.01 46.23 59.27 70.43 64.87 63.26 81.12
the DJI Inspire 2 drone equipped with a DJI Zenmuse X5s camera. Both
datasets have a number of leaves between 4 and 12, thus presenting a
large diversity regarding the aspects of the crops.

As reported in the previous experiment, we can see the same un-
correlation between FID values and semantic segmentation results. In
fact, while CUT has the lowest FID value from Bonn to Zurich (71.03%),
the approach proposed by Gogoll et al. (2020) obtains a higher mean
IoU, reaching 74.44%. Considering the adaptation from Zurich to Bonn,
the Sem-Cycle-Gan has the lowest FID value 76.27%, while we report
7

the best segmentation performances when no adaptation is involved,
reaching a 74.42% of mean IoU with the vanilla approach, with par-
ticularly high precision values as can be seen in Fig. 5. We believe this
behavior can be explained by the small amount of variation presents
in the Bonn dataset, especially considering light and soil conditions.
We can appreciate this by look at the low mean IoU (46.01%) while
adapting from Bonn to Zurich using the vanilla approach. We also point
out that the pair of datasets considered here have a total of 715 images,
in contrast, in the first experiment we use 2813 images. We believe
that this is a crucial point for the adaptation capability of GAN-based
approaches.
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Fig. 6. Sugarbeet vs Sunflower. Per-class precision and recall.
3.4. Translating between species (Sunflower vs. Sugarbeet)

In the third experiment, we use one dataset collect on a sunflower
field in Ancona, Italy, and one on a sugar beet field collected in Bonn.
Thus, the main difference in this pair is the crop type but also the
varieties of weed present in the field due to the different conditions
between Italy and Germany. The first dataset was collected with a
small self-made robot, while the second using BoniRob. Both robots are
equipped with the JAI AD-130GE camera.

We notice, in average, unsatisfactory results in the adaptation from
the Sunflower dataset to the Sugarbeet dataset. As can be seen in Fig. 6
all the approaches have weed precision below 10%. This is most likely
due to the small size of the Sunflower dataset. While adapting from
sugarbeet to sunflower, CUT yields better performance in terms of mean
IoU reaching a 70.43% while other approaches stay below 65%. We
notice that, in this direction, adding semantic labels while training
the adaptation network is not helping the segmentation results on the
target domain. This can be explained by the different crop and weed
shape. In fact, as already mentioned, the weed types are substantially
different in the two datasets and the represented crops, sugar beets and
sunflower, have different shapes. Again the experimental evaluation
shows no correlation between mean IoU and FID values.

3.5. Ablation study

To validate our design choice, we run a series of ablation studies
by changing the loss formulation in (6). Specifically, we train our
adaptation network without one different loss term for each run. See
Table 4. We use only the pair of largest datasets, corresponding to the
experiments presented in Section 3.2 for this ablation for computational
limits. The main outcome is that without the semantic loss, IOU,
the adaptation to the target domain fails. While providing a small
improvement over the vanilla approach using the GAN loss, GAN, and
the semantic loss, IOU, when transferring from UGV-Bonn to UGV-
Stuttgart and using the contrastive loss, C, and the semantic loss, IOU,
when transferring from UGV-Stuttgart to UGV-Bonn. In both cases, the
best adaptation performances can be reached using our proposed loss
function defined in (6).

4. Discussion

For a successful deployment of robotic platforms in changing field
conditions, we have to provide it with a robust perception system.
Most machine learning approaches show degrading performance when
8

applied on data showing a domain shift, which is exemplarily shown by
Table 4
Mean IoU in [%]. Ablation Study. Semantic segmentation results after training ERFNet
using as training set images generated with different loss terms.

Datasets Approach

Source Target Vanilla No GAN No C No IOU All terms

UGV-Bonn UGV-Stuttgart 53.94 30.79 60.44 57.39 72.71
UGV-Stuttgart UGV-Bonn 69.04 70.61 52.65 52.67 72.59

our experimental results for the vanilla approach which uses a model
trained solely on the source domain data. The semantic segmentation
performance compared to the same approach trained with labels from
the target domain drops consistently in our different experiments. In
this work, we target a perception approach that can be adapted to
novel field conditions in a target domain 𝑡 by exploiting labeling effort
that went into the annotation of a dataset in a source domain 𝑠. To
this end, we transfer images from the source domain into the target
domain, while preserving the semantics of the source domain. Given
the translated images, we can then re-train a semantic segmentation
approach on the translated target images using the existing source
labels.

In our experiments, we study different levels of domain gaps in
terms of field conditions, robotic platforms, and targeted crops. From
the presented results, we can conclude that our method provides ad-
vantages over other approaches for style transfer, when the source data
and target data is large, as shown in our first experiment. However, in
situations with only few data points, our proposed methods does not
show clear advantages over competing methods as shown in the second
experiment. In the third experiment, where we have a difference in the
targeted crop, we can see that the source and target domain can have
an influence on the performance. While the transfer from sugarbeet
to sunflowers improves the performance of the semantic segmentation
approach consistently, we see no considerable improvement for the
transfer from sunflowers to sugarbeets. We suspect that this difference
in performance is mainly caused by the size of the dataset, see Table 1,
but also might be attributed to the larger difference in appearance of
the crops.

5. Conclusions

Our experiments show that the usage of semantics for style transfer
improves the results in the target domain. Furthermore, our results
indicate that the FID score measuring the appearance is unrelated

to the final performance of the semantic segmentation in the target
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domain indicating that visual appearance of the generated images is
not sufficient to guarantee good semantic segmentation performance.

Despite the promising results, there are several avenues for future
research to close the generalization gap between a source and target do-
main. Recently, diffusion models (Sohl-Dickstein et al., 2015) showed
convincing performance in several image synthesis tasks (Dhariwal and
Nichol, 2021; Ramesh et al., 2022; Nichol et al., 2021) surpassing
GANs in terms of quality of the generated results. Thus, replacing the
generative model for the style transfer could be a promising direction
to further improve the performance. Furthermore, the recent success
of self-supervised representation learning (Chen et al., 2020; He et al.,
2020; Grill et al., 2020) could be leveraged to learn good initial
representations in the target domain that could be the starting point
for fine-tuning using transferred images.
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