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Abstract— Precision farming robots offer a great potential
for reducing the amount of agro-chemicals that is required in
the fields through a targeted, per-plant intervention. To achieve
this, robots must be able to reliably distinguish crops from
weeds on different fields and across growth stages. In this
paper, we tackle the problem of separating crops from weeds
reliably while requiring only a minimal amount of training data
through a semi-supervised approach. We exploit the fact that
most crops are planted in rows with a similar spacing along
the row, which in turn can be used to initialize a vision-based
classifier requiring only minimal user efforts to adapt it to a new
field. We implemented our approach using C++ and ROS and
thoroughly tested it on real farm robots operating in different
countries. The experiments presented in this paper show that
with around 1 min of labeling time, we can achieve classification
results with an accuracy of more than 95% in real sugar beet
fields in Germany and Switzerland.

I. INTRODUCTION

Moving towards a sustainable agriculture is one of the
17 sustainable development goals of the United Nations. A
step towards this goal is to reduce the reliance on herbicides
and pesticides that must be applied in our fields. Precision
farming robots have the potential to contribute to this goal
through a targeted, plant specific intervention, for example
through selective spraying, mechanical or laser-based weed
control applications. In order to treat plants on an individual
level, it is essential that a robot is able to distinguish weeds
from the value crop planted on the field.

In the past, different methods have been proposed in the
context of vision-based crop and weed detection [4], [5],
[81, [9], [10], [11], [15]. Most approaches employ supervised
learning algorithms to address the detection problem and rely
on feature distributions, which encode the visual appearance
of the plants. Typically, they report classification perfor-
mances within a range of 80-95% for the overall accuracy.
However, most systems have not been thoroughly evaluated
under substantial changes in the appearance of the plants.
Especially if during the learning and the operational phase,
the robots operates on different fields and/or growth stages
of the plants, the performance often drops substantially.
Slaughter et al. [13] conclude in their review about robotic
weed control systems that the lack of robust crop/weed
detection technology is the main limitation to the commercial
development of such a system. A key reason for the lack of
robustness is the change of the underlying feature distribution
induced by a change in the appearance of the plants between
training time and operational phase of the detection system.
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Fig. 1. We aim at keeping the classification performance of the crop/weed
detection system high, even if the training and the operational phase of
the classifier are executed on different fields and in different countries as
depicted in the image above. We achieve this while requiring only minimal
re-training efforts through a semi-supervised approach. The example images
are analyzed by our approach containing sugar beets (green) and weeds (red)
detected with a size of 0.5-2 cm?

In this work, we propose a method to bridge the per-
formance gap in visual crop and weed detection if the
distribution of the features at training differs from the one
observed during operation. The targeted use-case is sketched
in Fig. 1: A robot has been trained on one sugar beet field
(here near Bonn, Germany) but is used somewhere else (here
near Zurich, Switzerland). To achieve this, we exploit the fact
that a large number of crops are seeded in rows. Sugar beet
plants, for example, are arranged in rows and often share
a similar lattice distance along these rows. Such geometric
information is typically similar within a field and in addition
independent of the visual appearance of the plants. Thus, we
exploit it to support and retrain the vision-based classifier in
a semi-supervised way.

The main contribution of this paper is a semi-supervised
online approach for the vision-based classification of crops
and weeds by exploiting additional arrangement information
of the crops in order to adapt the visual classifier. We realize
this by combining the visual and geometric classifiers that
complement each other through independent predictions. We
furthermore adapt the visual classifier in an online manner



by using the predictions of the geometric classifier. We
use a probabilistic model representing the arrangement of
the plants and employ a Bayesian approach to perform the
crop and weed classification based on that model. The plant
arrangement model can be learned from a comparably small
amount of data and initializes the visual classification system,
which is then updated as new data is processed. We can even
handle plants at a small growth stage (size of 0.5-2cm?),
which is attractive for targeted weed control as an early
intervention is typically desired.

We make three key claims in this paper: (i) Our approach
is able to identify sugar beets and weeds with an accuracy
of above 95% by only using a very small amount of labeled
data to initialize the system, which can be achieved within
one minute of human effort. (ii) We show that our approach
is able to adapt a previously trained visual classifier to the
current situation on the field, where the distribution of the
visual features has notably changed. (iii) Our approach pro-
vides suitable results for online operation of a robotic weed
control system with a processing time of 5 Hz. These three
claims are explicitly backed up our experimental evaluation.

II. RELATED WORK

Several approaches have been developed in the context
of supervised crop and weed classification based on visual
features such as [4], [5], [6], [7], [9], [10], [15]. A recent
work by Mortensen et al. [9] employ a CNN on images of
field plots containing crops and different weeds. They aim at
estimating individual biomass amounts based on a pixel-wise
classification and report an overall accuracy around 80%.
Nieuwenhuizen [10] presents an approach on the automated
detection and control of volunteer potato plants in sugar
beet fields based on a Bayesian classifier. Haug et al. [4]
proposes a method to distinguish carrot plants and weeds in
RGB+NIR images. They obtain an average accuracy of 94%
on an evaluation dataset containing 70 images. Hemming
and Rath [5] propose a vision-based approach to classify
carrots, cabbage, and weeds based on a fuzzy logic classifier.
They evaluate their approach using field experiments and
achieve an overall performance between 72% and 88%. In
our previous work [6], [7], we presented a vision-based clas-
sification system based on RGB+NIR images for sugar beets
and weeds. We combine appearance and geometric features
using a random forest classifier and obtained classification
accuracies of up to 96% on pixel level. The work also shows
that the performance decreases to an unsuitable level for
weed control applications when the appearance of the plants
changes substantially. This submission builds on top of our
previous work [7] by presenting an approach to initialize and
re-train the classification system effectively and to adapt the
classifier online.

Hall et al. [3] also address the issue of changing fea-
ture distributions. They evaluate different features for leaf
classification by simulating real-world conditions with re-
spect to translation, scaling, rotation, shading, and occlusion.
They compare the obtained performance by selectively using
different handcrafted and ConvNet features and conclude

that ConvNet features can support the robustness and gen-
erality of a classifier. Strothmann er al. [14] use a multi-
wavelength line scanner for crop and weed classification
using a Bayesian approach. To adapt their classifier they
label a small amount of data covering the actual feature
distribution and retrain their classifier.

A further challenge with the supervised classification
approaches is the necessary amount of labeled data, which is
typically obtained at high cost. Wendel and Underwood [16]
address this issue by proposing a method for training data
generation in order to feed a classifier for crop and weed
detection with it. They use a multi-spectral line scanner
mounted on a field robot and perform a vegetation seg-
mentation followed by a crop-row detection. Subsequently,
they assign the label crop for the pixels corresponding to
the crop-row and the remaining ones as weed. Rainville et
al. [12] propose a vision-based method to learn a probability
distributions of morphological features based on a previously
computed crop-row. Similar to [16], they also exploit crop-
row structure as a prior for labeling.

Di Cicco et al. [2] try to reduce the human effort for
labeling by constructing synthetic datasets using a physical
model of a sugar beet leaf. Their results indicate that
such artificially generated datasets can support traditional
approaches by providing additional training data. Potena et
al. [11] reduce the required amount for labeling through
an unsupervised dataset summarization before the actual
labeling process takes place. The key idea is to select a subset
of a fixed size, which gives the most informative description
the whole dataset.

To the best of our knowledge, there is no similar approach
for crop/weed detection that uses a geometry-based and
vision-based classification system to support and initialize
each other, that requires minimal human training efforts in
the order of 1 min and that provides classification rates of
more than 95%.

III. VISION-BASED CROP AND WEED CLASSIFICATION

This Sec. III briefly summarized our recently published
approach [7] for the vision-based online classification of
crops and weeds by using RGB+NIR data for field robots.
As an illustration, Fig. 2 depicts the RGB+NIR input images
and different processing stages of the visual classifier. We
use a three step pipeline for providing a per-pixel labeling
of the input images: (i) threshold-based vegetation detection
exploiting spectral characteristics of the plants, (ii) extraction
of visual features for the detected vegetation using the object-
based approach described in [7], and (iii) random forest
classification. Note that we do not claim any novelty for this
section in this submission but provide it to allow the reader
to understand the paper as a whole.

A. Vegetation Segmentation

The first step is to separate the vegetation from the
background, which is mostly soil. We achieve this by
computing the popular Normalized-Difference-Vegetation-
Index (NDVI) and the Excess-Green-Index (ExG) from the
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Pipeline for the vision-based classification. From left to right: the Input (1) RGB and (2) NIR image, computed (3) NDVI and (4) ExG image.

NDVI and ExG are shown for illustration reasons to have values between 0 and 255, (5) shows the obtained vegetation mask containing the segmented
vegetation objects W, where different colors refer to individual objects, and (6) the classification output containing sugar beets (green) and weeds (red).

different channels, see also [8]. A simple threshold operation
to the NDVI distribution combined with ExG > 0 for a pixel
to be considered as vegetation is sufficient to obtain a high
quality segmentation. Fig. 2 depicts the computed NDVI and
ExG images as well as the obtained vegetation mask.

B. Object-Based Feature Extraction

We compute the 100 most expressive features of [7]
for each segmented object (called ‘“object-based ap-
proach” in [7]). An object ¥ is identified through connected
vegetation pixels and we perform the feature extraction, i.e.
one feature vector per object, based on all pixels corre-
sponding to ¥ at ones. The visual feature contains statistics
regarding the intensity values of the captured images, their
gradients, different color spaces, and texture information.

C. Random Forest Classification

We employ a random forest [1] for the vision-based
classification of the detected ¥ into crops or weeds. Random
forests are an ensemble method combining a large number
of decision trees. The key idea is to construct a large
number of weak learner ¢(f,, O;) by training each tree on a
randomized subset s of the features f. This leads to a diverse
optimization of the individual model parameters ©, of each
tree. The random forest is given by

¢(.f7 @) = {d)l(.fstv@&)a R ¢t(fst7@$t)}?=l' (1)

A pseudo-probability for a predicted class label w can be
estimated by considering the outputs of the 7' individual
decision trees:
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These three steps lead to labeled images as shown in Fig. 2
and provides results that are sufficient for weed control given
a solid amount of representative training data.

IV. GEOMETRY-BASED CLASSIFICATION

The goal of the geometric classifier is to assign a class
label w = {c,w} (¢ = crop, w = weed) to each detected
object ¥ based only on spatial information by exploiting the
relative arrangement of the plants in the field. The key idea
is (i) to model the arrangement for the sugar beets as well
as for weeds as two probability distributions of coordinate
differences observed between plants and (ii) to employ a
Bayesian approach to obtain a probabilistic output for the

prediction. Specifically, we exploit the specific pattern of the
sugar beet plants that is given by its row structure and a
similar spacing between the sugar beets along the row. In
contrast, weeds grow rather randomly on the field and can
be assumed to follow a uniform spatial distribution.

A. Probabilistic Plant Arrangement Model

We define our relative arrangement model through condi-
tional probability distributions

p(d|w) with w={c,w}, 3)

of intra-class coordinate differences observed in a coordinate
system, for which the z-axis is aligned to the actual crop-row
direction, where

d={Az"" ... Azev}N (4)

is a set of size N consisting of 2D coordinate differences.
The intra-class coordinate differences are given by

Az = [| Az, | Ay )T )

and measured between the 2D positions of plants. Con-
sidering the crops, |Ax"™"| is the distance between sugar
beet plants along the crop-row reflecting the similar spacing
between them and |Ay™"| is the distance between two sugar
beets across the crop-row, which tends to take mainly small
values around 0, see Fig. 3. For the computation of Ax"%,
we use the positions i’ of the center of mass for each
object U as the reference point.

B. Learning the Crop Arrangement from Data

As new data arrives, we perform three steps to learn
the crop arrangement model: (i) We represent the detected
vegetation in a local map of a fixed size, (ii) estimate the
actual crop-row considering the already classified crops in
the local map, and (iii) compute d according to Eq. (4) and
use it to update the plant arrangement model p(d | w).

Fig. 3. Local map of the segmented objects W. The dashed line depicts
the estimated crop-row defining the coordinate system to compute d.
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Plant arrangement model according to Eq. (3) represented by the probability distributions of intra-class coordinates differences d measured

between plants in a coordinate system, which is aligned to the actual crop-row. Left: Probability distribution p(d | ¢) for sugar beets learned from data (real
distribution learned after approx. 20 m of traveling on a field in Bonn). Right: Probability distribution p(d | w) for weeds obtained under the assumption
that weeds spatially follow a uniform distribution in object space. The shape of p(d | w) is caused by the computation of d in a finite space leading to

smaller probabilities for the observation of large coordinate differences.

TABLE I
ACTIONS FOR SEMI-SUPERVISED APPROACH.

No. Vision Geometry | Prediction Action
1 confident | confident agree nothing
2 uncertain | uncertain (any) nothing
3 uncertain confident (any) add label to vision
4 confident | confident contradict check crop-row
5 confident | uncertain (any) check crop-row

1) Vegetation Mapping: We build a map of the segmented
objects U. We use the wheel odometry measurements to
determine the motion of the camera and apply a pinhole
camera model to project ¥ to the surface of the field, which
we assume as a plane. For estimating d, we consider only
objects ¥ that lie within an area of 2m along the crop-row
and 0.25m across the crop-row with respect to the current
position of the camera. The reason for that is to minimize the
effect of drift to the mapping induced by the integration of
the wheel odometry measurements over time. Fig. 3 shows
a sketch of a obtained map.

2) Crop-Row Detection: We perform the crop-row de-
tection using a Hough transform, searching for the topmost
voted line given the actual crops (sugar beets) in the local
map. Finally, we optimize the result using a least-square
estimator for line estimation by considering the supporters
of the detected line by the Hough transform.

3) Update of the Plant Arrangement: We compute d
between sugar beet objects ¥, and update our model p(d | ¢)
for the crops by accumulating a 2-dimensional histogram
of d. This accumulation can be done as the used coordinate
differences are not tight to an external coordinate system. As
we have only a limited amount of data, we smooth p(d | ¢)
using a Gaussian kernel. For the weed class, we obtain
the distribution p(d | w) by assuming an uniform spatial
distribution of weed objects within the local map. Fig. 4
depicts the learned arrangement model p(d | ¢) for crops as
well as the assumed p(d | w) for weeds.

C. Prediction

In the prediction step, we compute the coordinate differ-
ences d from a new object ¥ to already classified crops in the
local map and employ Bayes rule to obtain the probability

 pd] (o)
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for an object W belonging to the crop class.

V. COMBINING VISUAL AND GEOMETRIC CLASSIFIERS

This section describes how we combine the visual and the
geometric classifier (i) to compute a joint classification of the
crops and weeds and (ii) to achieve an online adaption of the
visual classifier to match better with the actual distribution
of the visual features.

A. Joint Classification

It is safe to assume that the features used by the visual
and geometric classifier are independent of each other. As the
training labels used by both classifiers are partially the same,
the resulting classifiers may not necessarily independent.
Nevertheless, we compute the class label w* for an object ¥
by maximizing the product of both distributions:

W = argmaxp(w | 6(f,0)) p(w | d). )

In case one of the classifiers has not been initialized yet, we
consider a uniform distribution and thus w* turns into the
response of the other classifier.

B. Semi-Supervised Learning by Crop Arrangement

The goal of the semi-supervised approach is to (i) exploit
the predictions of the geometric classifier that are not affected
by the potential change in visual appearance of the plantation
in order to generate new training data for the visual classifier
and to (ii) use the predictions of the visual classifier to
identify errors in the crop-row estimation. Considering the
predictions provided by both classifiers, we perform different
actions as listed in Tab. I.

In cases No. I and 2, we perform no action. In case No. 3,
we add the label provided by the geometric classifier to the
visual training data to adapt the system to the field-specific
visual feature distribution in the next retraining step. For
the cases No.4 and No. 5, we see the following reasons to
check the crop-row: (i) the appearance of the plants changed
substantially so that the visual classifier fails while assuming
to provide confident results. From our experience, this is the
most common failure case. (ii) The crop-row detection is
wrong. In practice, the crop-row detection can fail if crops
are not present for a longer period, e.g. due to errors during
sowing or because the robot moved outside the crop-row
so that no plants are visible (in combination with a failure
of the odometry system). To check which classifier to trust



in such situations, we estimate two new plant arrangement
models, one based on the current visual classifier and one
only from the geometric one. In both cases we use the
plant information from the last 2 m of travel. This yields the
models p(d | cys) for the visual and p(d | cgeo) for the
geometric classifier as well as two independent estimates
of the location of the crop-row. Then, we compare the
distributions p(d | ¢,is) and p(d | cgeo) to our currently used
relative plant arrangement model p(d | ¢). The comparison
is done using the Kullback-Leibler divergence, a general
measure for the similarity of distributions. We trust the
model which has the smaller distance under the Kullback-
Leibler divergence. If the geometric classifier is assumed to
be correct, we follow case No. 3. Otherwise, we use crop-
row estimated by the visual classifier and proceed with the
existing plant arrangement model.

C. Online Adaptation of the Visual Classifier

The main goal of the online adaption of the visual
classifier is optimizing its model to obtain high quality
classification outputs for the vegetation objects currently
being observed on the field. The random forest framework
offers two options: Either we retrain individual trees or we
gradually replace individual trees in the random forest as
new training data arrives.

Here, we explicitly utilize the newly gathered training data
generated during the operation in the actual field environment
to achieve the adaption of the visual classifier model to the
current distribution of features, see Tab. I. We construct a
new tree after having obtained a given amount of training
samples generated by the geometric classifier and combine
them with randomly chosen training samples obtained during
the whole operation in the actual field. This leads to a field-
specific adaptation of the random forest and thus generally
leads to a better classification for this environment. In this
way, for each field a new adaptation is possible, starting from
an existing classifier (typically learned over multiple fields).

VI. EXPERIMENTAL EVALUATION

The experiments are designed to show the capabilities of
our method and to support the key three claims we made in
the introduction section: Our approach is able to (i) identify
sugar beets and weeds at an accuracy of over 95% requiring a
small amount of training data, (ii) adapt a previously trained
visual classifier to the current situation on the field, where
the distribution of the visual features has notably changed,
and (iii) is suitable for online operation at a rate of 5 Hz.

TABLE I
DATASET INFORMATION

Bonn Zurich Stuttgart
# images 867 667 1175
# sugar beet objects W, 2393 1031 4568
approx. sugar beet size 2-9cm? 2-4cm? 4-12cm?
# weed objects W, 5647 3836 3195
approx. weed size 0.5-3cm? | 0.5-5cm? | 3-30cm?
intra-row spacing quality high low high

Fig. 6. Labeling of the sugar beets with markers placed next to the plant.

We illustrate the performance of the classification results
by ROC curves and Precision-Recall plots obtained by vary-
ing the threshold ¢ € [0, 1] for the assignment of the class
labels:

if p(w| o(f,0),d) >t
otherwise

o — ¢ (sugar beet),
1w (weed),

We evaluate performance on object-level, i.e. by comparing
the predictions for each segmented object ¥ with the cor-
responding ground truth information. To obtain the ground
truth, we manually labeled all images used for this evalua-
tion. For the whole labeling process we spent more than one
week of human effort.

All experiments are conducted on different sugar beet
fields located near Bonn or Stuttgart in Germany as well
as near Zurich in Switzerland, see Tab. II. The data has been
recorded with different variants of the BOSCH DeepField
Robotics BoniRob platform. All robots use the 4-channel
RGB+NIR camera JAI AD-130 GE mounted in nadir view.

®)

A. Classification with Minimum Labeling Effort

The first set of experiments is designed to show the
performance of our approach and to support the claim that
it is well-suited for identifying sugar beets and weeds by
only requiring a small amount of training data. We target
a labeling effort of approx. 1 min for a human and do not
consider any pre-trained classifier. We achieve this 1 min
labeling effort by placing printed markers next to a set of
sugar beet plants in the beginning of the row. We can place
around 10-15 markers within a minute, which corresponds
to approx. 2-3m of sugar beets along a row, see Fig. 6. The
placement of the markers is the only labeling effort that we
use. Based on this information, we can initialize the plant
arrangement model and start training the visual classifier.

We conducted this experiment for the datasets recorded in
Bonn and Zurich. The solid lines in Fig. 5 depict the achieved
performance. For the Bonn dataset, we achieve an overall
classification accuracy of around 97%. For sugar beets, we
obtain a recall of 97% at a precision of 96% and for weeds
a recall of 94% at a precision of 98% when assigning the
class labels according to Eq. (7).

The most challenging dataset is the one in Zurich. Here,
the size of the plants is around 0.5-5cm? for weeds and 2-
4cm? for sugar beet. We achieve a recall of 90% for sugar
beets and 97% for weeds at an overall accuracy of 95%
according to Eq. (7). The primary objective in a robotic weed
control scenario is to keep the number of false negatives
small, i.e. sugar beet plants that are considered as weeds, to
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“vision” refers to the results obtained by the “pure” vision-based classification.
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Fig. 7. Plant arrangement model p(d | ¢) according to Eq. (3) learned
only using ground truth data to analyze the quality of the intra-row spacing.

prevent the crops to be eliminated by the robot. Nevertheless,
due to the comparably high precision for the weeds we can
adjust the threshold for the class assignment according to
Eq. (8) and detect around 85% of the weeds correctly at
recall of 99.9% for sugar beets, which means that only 1 of
1000 crops is wrongly considered as weed by robot.

Compared to the Bonn dataset, the reason for the lower
performance on the Zurich dataset is due to the higher
variance for the spacing of the sugar beets along the crop-
row. This can be seen in Fig. 7, which shows the arrangement
models p(d | ¢) learned by using only labeled ground truth
data. Here, the lower quality of the intra-row spacing in
Zurich leads to a smaller support by the geometric classifier.

In addition to that, we compare our results with the
performance of the visual classifier exploiting the full amount
of training data. We apply a 10-fold cross validation on these
datasets using the visual classifier. The results are depicted by
the dotted-dashed lines and show that our proposed approach
provides a better performance for both, the Bonn and Zurich
dataset exploiting only a small amount of the training data
for the initialization of the classification system.

B. Adaption of the Visual Classifier

The second set of experiments is designed to support the
claim that our approach is suitable for adapting a visual
classifier to the specific situation on the field. Here, we do
not learn the visual classifier from scratch as in the first set
of experiments, but adapt an already learned random forest
as described in Sec. V. We conducted this experiment for
the Bonn and Zurich dataset to show the performance and to
compare the results with the first experiment. We do the same
for the Stuttgart dataset and compare our proposed approach
with the performance achieved in our previous work [7],
which uses the same data.

We learn the visual classifier using the training data of
the Zurich dataset to perform the classification on the Bonn
dataset and also perform reverse experiment. The dotted lines
in Fig. 5 depict the achieved performance for this experiment.
For the Zurich dataset, we achieve a recall of 94% at a
precision of 95% for the sugar beets, which represents a
gain of 4% for both measures respectively compared to
the first experiment. For weeds, the gain in performance is
around 1% for both recall and precision. Thus, the overall
accuracy increases by 2% to 97%. In the reverse experiment
on the Bonn dataset, we do not obtain a considerable gain
in performance. In terms of overall accuracy we keep 97%
as obtained in the first experiment. This indicates that the
pre-trained visual classifier becomes crucial as the quality
of the intra-row spacing of the sugar beets deteriorates. See
Fig. 7 for an illustration of intra-row spacing quality.



TABLE III
RUNTIME OF THE CLASSIFICATION PIPELINE IN MILLISECONDS.

Function Mean [ms] | Std [ms] | Max [ms]
Preprocessing 21 1 22
Vegetation Detection 19 1 20
Feature Extraction 32 3 46
Vis. Classification 4 2 21
Vis. Classifier Update 7 4 12
Geom. Classification 9 1 16
Geom. Classifier Update 3 2 5
Whole pipeline (incl. rest) 124 14 191

In sum, these results suggests that a pre-trained model can
support the performance, especially for the sugar beets. The
smaller support for the weeds is probably due to the different
weed types growing in Bonn compared the ones occurring
in Zurich. This causes larger variations in their visual feature
distributions compared to the features of the sugar beets.

The dashed lines in Fig. 5 illustrate the performance
achieved by the transfered visual classifiers without the
support of the geometric classifier. Either way, the results
demonstrate that our proposed approach, using a pre-trained
base classifier or not, outperforms the “pure” vision-based
classification. In sum, we gain 14% for the Bonn and 20%
for the Zurich dataset in terms of overall accuracy. Compared
to our recently published results in [7] for the Stuttgart
dataset, we obtain an improvement of round 10%. Especially,
the comparably lower performance for sugar beets in [7] is
dramatically improved by our new approach.

Thus, our proposed semi-supervised approach makes a
big step towards bridging the performance gap in visual
crop and weed detection if the distribution of the features at
training differs from the one observed during operation and
has the ability to adapt a pre-trained classification model to
the current feature distribution on the field.

C. Runtime Analysis

The last experiment in designed to support the claim that
our approach runs fast enough to provide suitable results
for online operation of a robotic weed control system. We
evaluated the runtime on the computer that is installed on
the field robot (Intel i7 CPU, GeForce GTX-1080 GPU).
Tab. IIT lists the execution time of the whole pipeline and
for specific processing steps per image. The evaluation is
performed using all datasets used in this paper. On average,
we can provide high quality classification results at 8§ Hz. In
the worst case, we can operate at 5 Hz.

VII. CONCLUSION

In this paper, we presented a practical approach for
obtaining high performance crop and weed classifiers for
agriculture robotics. Our approach exploits an image-based
as well as a geometric classifier and combines both in
a probabilistic way that only minimal labeling efforts are
needed. It exploits the fact that several crops such as sugar
beets are planted in rows with a similar intra-row spacing.
This fact can be used to update the vision-based system
to better handle the variations in the visual appearance of

the plants. We implemented and evaluated our approach on
different field robots and on different fields in different cities
and provided a detailed experimental analysis that supports
all claims made in this paper. The experiments suggest that
we achieve a high classification performance requiring only
1 min of labeling effort, we can easily adapt the classifiers,
and we can execute the system online on the field robot.
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