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Abstract— Odometry and mapping play a pivotal role in the
navigation of autonomous vehicles. In this paper, we address
the problem of pose estimation and map creation using only
radar sensors. We focus on two odometry estimation approaches
followed by a mapping step. The first one is a new point-
to-point ICP approach that leverages the velocity information
provided by 3D radar sensors. The second one is advantageous
for 2D radars with a low number of samples, and particularly
useful for scenarios where the sensor is being blocked by large
dynamic obstacles. It exploits a constant velocity filter and
the measured Doppler velocities to estimate the vehicle’s ego-
motion. We enrich this with a filtering step to improve the
accuracy of the points in the resulting map. We put our work
to the test using the View of Delft and NuScenes datasets, which
involve 3D and 2D radar sensors. Our findings illustrate state-
of-the-art performance of our odometry techniques in terms of
accuracy when compared to existing alternatives. Moreover, we
demonstrate that our map filtering methodology achieves higher
similarity rates than the raw unfiltered map when benchmarked
against a corresponding LiDAR map.

I. INTRODUCTION

Sensor odometry and mapping are fundamental tasks
for autonomous vehicles navigating unfamiliar terrain. This
process is indispensable for two primary reasons. Firstly,
it empowers these vehicles to estimate their own motion
by leveraging data from their surroundings, also proving
an orthogonal relative pose cue to GNSS systems. Sec-
ondly, it facilitates the creation of environment maps, a
valuable feature for localization, path planning, and spatial
scene understanding. Pose estimation and map creation are
commonly achieved using cameras, which are sensitive to
low lighting, or LiDARs, which are costly, affected by bad
weather conditions, and often difficult to pack into an end-
user vehicle.

In this paper, we investigate the problem of radar odometry
and mapping relying solely on automotive radars, without the
need for wheel odometry or additional sensor information.
These sensors are already present in several consumer ve-
hicles. They are compact, low cost, and robust to adverse
weather. They also provide additional information like the
velocity and radar cross-section (RCS) of the measurements.
However, the noise and sparsity of their output scan poses a
new set of questions, making radar odometry and mapping
a challenging task.
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Fig. 1: (top) Odometry estimation and map generated using our
radar point-to-point ICP approach for seq. 10 of the View of Delft
dataset. (bottom) LiDAR data shown for comparison.

While some state-of-the-art methods use the Doppler ve-
locity information to estimate the vehicle’s ego-motion, oth-
ers use positional information of the measurements [3] [21].
Prior research has also explored various avenues, leveraging
both, signal processing and machine learning techniques.
Some approaches have transformed radar scans to look
similar to LiDAR point clouds [32] [48], while others
have harnessed geometric models to identify surface reflec-
tions [26] [29] [39] [43]. Furthermore, robust methods that
primarily rely on vehicle velocity [19] [27] have demon-
strated success in rejecting dynamic object and noise outliers
from single radar scans. However, these methods tend to
face limitations when dealing with high outlier densities that
block large parts of the radar’s view. They also place little
focus on the mapping task, and very few authors evaluate
their methods on publicly available datasets.

The main contribution of this paper is a comprehensive
exploration of odometry techniques plus mapping utilizing
3D and 2D radar sensors for autonomous vehicles. Our
focus encompasses two ego-motion estimation approaches
and a novel mapping step, collectively enhancing the capa-
bilities of radar-driven navigation. The first method presents
a novel point-to-point iterative closest point (ICP) technique
specifically designed to harness the velocity information
provided by radar sensors. The second method is tailored
for low-speed scenarios where the radar is being covered
by large moving obstacles such as trucks or buses, and is a



configuration particularly advantageous for 2D radar sensors
with a low number of samples. Our approach leverages a
constant velocity filter in conjunction with Doppler velocity
measurements to robustly estimate the ego-motion of the
vehicle. We also give weight to the mapping stage and
introduce a simple, yet effective, filtering step to improve
the precision of the resulting map. Finally, we carry out an
extensive evaluation on public real-world datasets.

In sum, we make three key claims: Our work (i) can
achieve state-of-the-art results in 3D radar odometry using
a point-to-point radar ICP approach, (ii) can accurately
estimate odometry in 2D radars, particularly in scenarios
where most of the radar is blocked by large dynamic objects,
and (iii) provides a simple yet effective filtering step for radar
map creation leading to a high similarity compared to its
corresponding LiDAR map. These claims are backed up by
the paper and our experimental evaluation.

II. RELATED WORK

This section presents a comprehensive overview of the
state-of-the-art approaches in the domain of sensor odometry
and mapping. We divide it into three main categories: radar
sensors and their use in vehicles, LiDAR scan matching, and
radar odometry and mapping.

Radar sensors have emerged as essential components of
autonomous driving, operating effectively under low lighting
and adverse weather conditions. Instead of emitting and
receiving light pulses like LiDAR, they use frequency mod-
ulated continuous wave (FMCW) signals to measure the
range and velocity of the target. Overall, we can categorize
radars into two groups based on their output, scanning radars
and automotive radars. The former, output a 2D image
where the value of each pixel represents the intensity of
the measurement. Meanwhile, automotive radars output a
point cloud with positional and velocity information. They
are compact thus easy to pack inside a vehicle. They are the
ones used in our work.

A big challenge for both is that the output is characterized
as being sparse with a large number of noisy measurements,
which can affect pose estimation, mapping, and other percep-
tion tasks. Some authors approach this by predicting the radar
scan’s occupancy within a grid [32] [48]. Others use machine
learning [30] or geometric models [26] [29] [39] [43] to iden-
tify surface reflections. However, for odometry, RANSAC
outlier rejection based on the vehicle’s velocity has proven
successful in rejecting dynamic objects and noise outliers
from a single scan [27]. A shortcoming of this method is
that it does not account for possible changes in velocity and
can lead to failure when most of the radar measurements
come from a moving object.

LiDAR scan matching solves the problem of estimat-
ing the transformation between two point clouds. Some
popular approaches include LOAM [52], which minimizes
the distance between corners and edges, and surfel-based
matching [7]. However, the iterative closest point algorithm
and its variations [15] [45] [51] [53] remain a highly effective
solution to the problem. More specifically, point-to-point

approaches like KISS-ICP [47] can lead to high accuracy
results without added complexity. The problem in applying
these methods directly to radar point clouds is the different
nature of the points. While LiDAR point clouds are com-
monly dense (millions of points per scan) and accurate, radar
point clouds are sparse (hundreds of points per scan) and
comparably noisy. This can be problematic for point match-
ing, resulting in point-to-point methods that consider only
positional information being easily outperformed [21] [31].

Combined with the Doppler velocity information, we take
advantage of the radar functionalities to improve the accuracy
of our scan matching approach. The closest works in this
area are related to FMCW LiDARs [22] [50], but the high
density and low noise of the output point cloud means
their point-to-plane technique does not directly work in the
radar domain, which is sparser and with a higher amount of
outliers. We extend their method to radar sensing, but rely on
point-to-point, scan-to-map alignment, as well using velocity
measurements for outlier rejection and better initialization.

Radar odometry and mapping define those methods
that estimate the transformation between two point clouds
and store the points into a map. These may not nec-
essarily require point correspondence matching between
the scans thanks to the radar’s Doppler velocity informa-
tion [6] [27] [28] [38] [49]. Many of the existing approaches
are based on the scanning radar and are usually either feature-
based [1] [5] [8] [9] [10] [12] [13] [25] [33], where key-
points are extracted and matched across the output intensity
images, or signal processing based [6] [38] [49], where
the car’s ego-pose is estimated using correlation and the
Fourier Mellin transform between frames. In the context
of automotive radars, some take advantage of combining
them with other sensors including LiDAR for operation or
training [2] [16] [17], cameras [55], or IMUs to improve
accuracy [4] [18] [36] [54]. Robust kernels [14] and proba-
bilistic approaches like the normal distribution transform [40]
[41] or the Gaussian mixture model [21] account for the
uncertainty of a measurement as a way of dealing with
the high amount of outliers. Others approach the problem
based only on the Doppler velocity information [27] [28],
and/or on the vehicle’s motion kinematics [34] [42] [44]. We
observe that focusing on the velocity can be useful especially
when the measurements are planar and have a low number
of points. Additionally, using previous pose information
can help us reject outliers originating from large moving
obstacles. Aldera et al. [3] also use positional information
for estimating point matches between scans. In our approach,
we demonstrate how combining both, velocity and positional
information can lead to almost LiDAR level accuracy, espe-
cially regarding 3D radar point clouds. Furthermore, despite
the existence of SLAM systems [46] operating on scanning
radars [23] [9], are assisted by IMUs [54], or that make use
of semantically labelled point clouds [24], little emphasis has
been put on the structure of the resulting map. We present a
filtering strategy that uses velocity and point matches across
scans to eliminate of outliers, and compare the results against
its relative LiDAR map.



III. OUR APPROACH

This work aims to estimate the pose of the vehicle and
store the sensor readings in a map of the environment. For
this, we introduce two new odometry methods for 3D and
2D automotive radars. For the 3D case, we demonstrate
how our scan-to-map point-to-point ICP strategy can achieve
state-of-the-art accuracy using the positional and velocity
information of the measurements. For the 2D case, we
improve previous approaches by addressing scenarios where
most of the radar’s field of view is being covered by a moving
obstacle. Additionally, we propose a filtering step to improve
the consistency of the points in the resulting map.

A. Point-to-Point Radar ICP

Automotive radars produce sparse point clouds. Therefore,
scan matching methods that involve finding point correspon-
dences have been commonly outperformed by NDT [31] and
other probabilistic approaches [21]. However, we demon-
strate how Doppler velocity information provided by the
radar can be used to augment the point-to-point ICP algo-
rithm leading to high registration accuracy. We demonstrate
how the method benefits from the higher amount of points
and the additional axis from 3D automotive radars, still
providing accurate results for 2D radar sensors.

The goal of point-to-point ICP is to obtain the transfor-
mation T ∈ SE(3) that minimizes the distance between a
source point set P = {p1, p2, ..., pM}, and a target point set
Q = {q1, q2, ..., qN}. In our method, we address the sparsity
of radar point clouds by building Q as a submap aggregating
the ten previous scans. Each iteration involves two steps.

We obtain the set of point correspondences M =
{m1,m2, ...,mK} based on the Euclidean distance between
matches, represented as tuples mk = (pi, qj).

This approach then minimizes the point position error Et

function between the matches, where subscript t denotes
position. Error terms can be weighted adaptively using the
Geman McClure kernel ρt as suggested by Vizzo et al. [47]:

Et(T) =
N∑

k=1

ρt(||qk − Tpk||). (1)

We can derive the Jacobian of the point position error for
a point k using its Lie algebra formulation where ∧ denotes
the skew-symmetric operator:

Jtk =
[
I3×3 , −(Tpk)

∧] . (2)

Originally, Eq. (1) used on laser sensors only includes po-
sitional information. We extend it to radars taking inspiration
from Hexsel et al. [22] by assuming rigid body geometry,
between the vehicle, the sensor, and the point measurement,
see Fig. 2. The expected velocity of the point V vestk is given
by the projection of the estimated sensor velocity V vS in the
vehicle frame, denoted by V , into the radial measurement
direction V dk for a point k in the vehicle frame:

V vestk = − V dk · V vS. (3)

Fig. 2: Geometry of the measurements in the sensor frame S, where
vk is the velocity of the static target, vDk is the projection of vk

in the radial direction of the sensor dk, and TV
S is the calibration

matrix from vehicle to sensor frame.

The point velocity error Ev is the difference between the
estimated velocity of the point from the currently computed
update, and the measured Doppler velocity, where subscript
v denotes velocity:

Ev(T) =
N∑

k=1

ρv(||vDk
− vestk(T)||) (4)

The Geman McClure kernel ρv is tuned empirically based
on the distribution of the velocity residuals in a radar scan.

The Jacobian of the velocity error depends on the calibra-
tion matrix from the vehicle to the sensor TV

S = (RV

S , t
V

S ),
represented by a rotation matrix RV

S ∈ SO(3) and a transla-
tion vector tVS ∈ R3. It is given as:

Jvk =
[
− V dk

∆t ,
− V dk×tVS

∆t

]
. (5)

The optimization problem outputs the optimal transfor-
mation between the previous pose and the current one
T ∈ SE(3). The final error function depends on the point
position and velocity errors, Eq. (6). Parameter γ ∈ [0, 1]
allows us to weigh each error type individually. A value of
γ = 0 would result in simple point-to-point ICP without
considering Doppler velocities.

T∗ = argmin
T

(1− γ)Et(T) + γEv(T). (6)

Note that as the first estimate for the optimization, we
could assume a constant velocity from the previous pose
as done by DICP [22] and KISS-ICP [47]. One of the
advantages of radar sensors is, however, that they provide
the velocity measurement for each observed target. With this
information, we can make a first estimate of the ego-velocity
directly from the current scan by following a least squares
approach introduced by Kellner et al. [27]. This also enables
us to remove with RANSAC dynamic point outliers prior to
ICP optimization if they don’t match the velocity estimate.



Fig. 3: Scenario where a truck is moving in front of the sensor.
Kellner et al. [27](left) fail by considering the truck’s rear wheels as
inliers. Our velocity filter (right) Sec. III-B eliminates the points that
don’t match the vehicle’s motion leading to an accurate estimation.

The final Jacobian for a point k is obtained by combining
the point-to-point Jacobian with the velocity Jacobian:

Jk =

 I3×3 −(Tpk)
∧

− V dk

∆t
− V dk×tVS

∆t

 . (7)

B. Single-Scan Odometry and Velocity Filter

One interesting feature to exploit when using radar sensors
is that they provide a Doppler measurement of the point’s
velocity. Under the assumptions of a mostly static environ-
ment and an Ackerman vehicle with no lateral displacement,
Kellner et al. [27] propose a least squares solution to estimate
the vehicle’s odometry using RANSAC for dynamic outlier
rejection. It requires a minimum of two velocity measure-
ments from stationary targets to output a solution, making it
appropriate for radars with a low number of points like the
2D ARS-408 used in NuScenes (125 points/scan).

However, solely relying on the current scan makes the
system vulnerable to changes in the environment, such as
cases where most of the points in the sensor scan are outliers
coming from large moving objects (trucks, buses, etc.). In
situations like Fig. 3, the RANSAC solution may fail to
estimate the vehicle’s velocity. This can occur when the
vehicle approaches an intersection and a truck comes by,
or when the vehicle is parking with other moving cars.

Our method addresses this problem by introducing an
initial filtering step previous to RANSAC that adopts a
constant velocity model, inspired by ego-pose prediction
in KISS-ICP [47]. Our filter only keeps feasible samples
according to the car’s previous motion. For this, we approxi-
mate the translation and angular velocities in the current time
step by using pose estimates from the two previous scans,
Ti−1 and Ti−2. Then, we can derive the corresponding car

velocities in the vehicle frame as:

V vV = [vt,vθ]
T =

Log(T⊤
i−2 Ti−1)

∆t
, (8)

where ∆t is the difference in timestamps between the pre-
vious and the current scan, and Log: SE(3)→R6 extracts
the linear translation for each axis, as well as the axis-angle
representation of the rotation.

Similar to Eq. (3), the predicted velocity in the radial di-
rection for each point k in the current scan can be estimated,
computing the projection of the sensor velocity in the vehicle
frame to the direction of the measurement:

V vpredk
= − V dk · (vt + vθ × tVS ). (9)

Then, it is possible to filter each point with a measured
Doppler velocity vDk

that doesn’t match the predicted point
velocity within a margin ε, adjusted empirically with the
radar velocity resolution:

vDk
− V vpredk

< ε. (10)

This simple thresholding acts as a first-step filtering exe-
cuted before RANSAC, helping to reduce the risk of failure
when rejecting the RANSAC outliers. As shown in Tab. I,
it can also be applied to 3D radar point clouds. The final
velocity of the vehicle can be estimated using the least
squares approach from Kellner et al. [27].

C. Radar Mapping

In the previous sections, we presented our methods for
accurately estimating the pose of the vehicle. Now we shift
the focus toward mapping. It involves storing the points to
obtain a useful representation of the environment that can be
used for localization and place recognition. As radar point
clouds are noisy, it is important that only valuable points are
stored. We propose a fairly simple yet effective pre-filtering
strategy to obtain a map with consistent measurements.

Dynamic points that don’t match the vehicle’s speed are
removed with RANSAC after estimating odometry. We treat
these points as moving objects or noise and discard them
from our global map.

Static point outliers pose a challenge due to the sparsity
of radar point clouds. We approach this using the principle
of scan-to-submap matching [35] [54] and constructing two
different maps, a local map, and a global map.

We create the local map by aggregating multiple previous
scans. Then, we transform the current radar scan into local
map coordinates using our last odometry estimate. For each
point, we measure the distance to its closest correspondence,
similar to the matching step in Sec. III-A. If the distance
is greater than a threshold δ, we classify the point as an
outlier. Otherwise, we consider it an inlier, see Fig. 4. After
determining the point inliers of the current scan using the
local map, we add them to the global map. The global map
stores all the inliers from all scans, and it is the map we will
evaluate.



Fig. 4: The local map is constructed using the previous K=3 scans.
Comparing the distance d of each point in the current scan to its
closest neighbor in the local submap we determine if a point is an
inlier or an outlier.

TABLE I: Evaluation on the View of Delft dataset using 3D radars.

Method
Mean

RPE/RMSE/KITTI
[m/m/%]

Mean
RPE/RMSE/KITTI

[◦]

σ
[m]

σ
[◦]

KISS-ICP on LiDAR data 0.048/0.060/4.02 0.051/0.080/0.056 0.036 0.061

Point-to-Point ICP 0.067/0.088/10.9 0.064/0.100/0.143 0.055 0.073
4DRVO-Net 0.080/ - / - 0.070/ - / - - -
DICP 0.079/0.101/5.35 0.073/0.168/0.131 0.061 0.145
Kellner et al. 0.078/0.116/4.36 0.097/0.171/0.173 0.059 0.120
KISS-ICP on radar data 0.061/0.073/4.66 0.074/0.114/0.098 0.040 0.080

Velocity filtered (ours) 0.078/0.115/4.36 0.097/0.170/0.155 0.059 0.116
Radar ICP (ours) 0.049/0.062/4.41 0.059/0.089/0.100 0.036 0.066

IV. EXPERIMENTAL EVALUATION

This work provides two radar-only odometry methods,
accompanied by a comprehensive mapping strategy tailored
for radar sensors. While our odometry approaches are char-
acterized by effective strategies for high outlier scenarios
and sparse point clouds, our mapping manages to record
consistent and valuable points in the environment.

We present our experiments to show the capabilities of
our work. The results of our evaluation support our key
claims that our work (i) can achieve state-of-the-art results
on 3D radar odometry using a point-to-point radar ICP
approach, (ii) can accurately estimate odometry in 2D radars,
particularly in scenarios where most of the radar is blocked
by large dynamic objects, and (iii) provides a simple yet
effective filtering step for radar map creation leading to a
high similarity compared to its corresponding LiDAR map.

A. Experimental Setup

On the evaluation of our method, we run experiments on
3D and 2D radar datasets in real-world driving scenarios,
View of Delft [37] (VoD) and NuScenes [11] respectively.
We first evaluate our work on odometry comparing it to the
GPS ground truth and to other radar and LiDAR methods.
We denote our ICP approach from Sec. III-A as “Radar ICP”
and our constant velocity filter method from Sec. III-B as
“Velocity Filter”. We show the results for generic scenarios
as well as for some edge cases that particularly benefit from
our work. Then, we evaluate the filtered radar map with
respect to the LiDAR map qualitatively and quantitatively
using the symmetric and asymmetric chamfer distance sim-
ilarity metrics.

TABLE II: Evaluation on the NuScenes dataset using 2D radars

Method Mean RPE/RMSE
[m]

Mean RPE/RMSE
[◦]

σ
[m]

σ
[◦]

KISS-ICP on LiDAR data 0.013 / 0.016 0.035 / 0.051 0.012 0.051

Point-to-Point ICP 0.354 / 0.641 0.468 / 0.875 2.246 4.871
KISS-ICP on radar data 0.133 / 0.162 0.149 / 0.196 0.104 0.140
CREME - / 0.012 - / 0.100 - -
Kellner et al. 0.010 / 0.011 0.108 / 0.174 0.009 0.206

Velocity filtered (ours) 0.009 / 0.011 0.088 / 0.117 0.008 0.110
Radar ICP (ours) 0.012 / 0.015 0.085 / 0.126 0.009 0.089

B. Performance on View of Delft 3D Radar Dataset

The first experiment evaluates the accuracy of our 3D
radar odometry estimation pipeline in comparison to other
methods. This evaluation supports our claim that leveraging
Doppler velocity information with point-to-point ICP can
yield high accuracy, obtaining state-of-the-art results in 3D
radar odometry. We evaluate both of our methods in the 3D
radar dataset [37] and compare them with other approaches in
Tab. I including raw ICP, KISS-ICP [47] on radar and LiDAR
data, Kellner et al.’s ego-motion estimation [27], point-to-
plane DICP [22], and the deep learning-based 4DRVO-
Net [55] that combines camera and radar data. For compar-
ison with 4DRVO-Net, we use the results from their paper
including only the evaluation sequences (3, 4, 9, 17, 19, 22,
24). However, it gives us a good reference of its performance.
In our evaluation, we focus on planar movement. We use
the evo library to compute the RPE root-mean-squared error
(RMSE) and the relative position error (RPE) for translation
and rotation, its standard deviation, and the KITTI RPE
(KITTI) [20] over 1, 10, 20, and 30 m. Moreover, γ = 0.1 is
set for all sequences. Our radar ICP approach gives the best
scan-to-scan RPE and RMSE results compared to other radar
methods, close to LiDAR accuracy. Note that KISS-ICP is a
state-of-the-art method for LiDAR scan registration, based
on classical point-to-point matching. The good results of
KISS-ICP on radar data show the importance of point-to-
point positional information, improved in our technique that
exploits the Doppler velocity measurements.

C. Performance in Presence of Large Dynamic Objects

The second experiment studies the performance of our
method in 2D radar sensors when big moving objects are
within the radar’s field of view. While View of Delft [37] is
good for evaluating odometry and mapping, the scenarios are
limited to a specific area in a city, and most outliers belong
to small objects easily removable by RANSAC. However,
NuScenes [11] has a wider variety of cases, some of which
include trucks and buses almost blocking the radar’s view,
see Fig. 3. During evaluation, we set the value of ε to 0.5
for all scenarios. Our results from Tab. III show scenes
where a big truck or bus is directly turning in front of
the estimating vehicle. We also evaluate our method on
the full dataset in Tab. II comparing it against ICP, KISS-
ICP [47] on radar and LiDAR, Kellner et al.’s ego-motion
estimation [27], and CREME [21]. Our 2D odometry method
improves its baseline by Kellner et al. [27] in all scenarios.



Fig. 5: (1st row) Comparison between the map created using unfiltered radar scans, the map created using only the inliers from our map
filtering strategy, and the LiDAR map. (2nd, 3rd rows) Display of the map inliers (green) and outliers (red), the resulting map constructed
only from inliers, and the LiDAR map.

TABLE III: Evaluation of our 2D odometry estimation on NuScenes sequences with the presence of big moving objects.

Method 0224 0242 0587 0739 0749 0875 0998
RPE [m] RPE [°] RPE [m] RPE [°] RPE [m] RPE [°] RPE [m] RPE [°] RPE [m] RPE [°] RPE [m] RPE [°] RPE [m] RPE [°] Mean RPE [m] Mean RPE [°]

Kellner et al. 0.0075 0.3088 0.0088 0.4698 0.0031 0.1087 0.0066 0.1832 0.0060 0.4157 0.0071 0.2390 0.0120 0.3103 0.0071 0.2859
CREME 0.0044 0.0812 0.0051 0.0867 0.0027 0.0675 0.0056 0.0714 0.0030 0.0630 0.0032 0.0528 0.0066 0.0800 0.0044 0.0718

Velocity filtered (ours) 0.0036 0.0435 0.0031 0.0672 0.0020 0.0294 0.0052 0.0514 0.0022 0.0359 0.0024 0.0434 0.0060 0.0653 0.0034 0.0472
Radar ICP (ours) 0.0164 0.3288 0.0224 0.3461 0.0104 0.1494 0.0106 0.1161 0.0178 0.0617 0.0123 0.204 0.0328 0.2621 0.0175 0.2097

D. Mapping Results

The last experiment evaluates our mapping stage. We show
quantitatively and qualitatively that our filtered map obtains
a high degree of similarity to the LiDAR map.

For the evaluation procedure, we construct the reference
map by removing dynamic objects from the LiDAR point
clouds based on ground truth annotations. Then, we trans-
form the LiDAR scans to the global poses estimated by our
odometry. As we are only using the front-facing radars in
both datasets, we only consider LiDAR points inside the
camera FOV. Moreover, in NuScenes [11], the radar range,
250 m, is much larger than the LiDAR’s, 100 m, thus we only
consider radar points within the LiDAR range for evaluation.

We use the symmetric chamfer distance SCD(R ⇆ L)
as a measure of similarity between the radar map R and
the LiDAR map L. A smaller distance indicates better
results, meaning that two point clouds are similar to each
other, while a larger one indicates a big difference between
them. Additionally, in order to reduce the effect of 2D
radar noise points being matched with the LiDAR ground
points in NuScenes, we also show the asymmetric chamfer
distance ACD(R → L) measuring only the similarity from
the radar to the LiDAR map. Results from Tab. IV(left) and
Fig. 5 show that our approach leads to an improvement in
SCD and ACD, and while it removes a high amount of noise
and dynamic object outliers, it preserves the structures in the
environment. This means the filtered map has a remarkably
higher similarity than the unfiltered map and the map filtered
using random point sampling. We also show the results on
View of Delft for various thresholds δ in Tab. IV(right).

TABLE IV: (left) Similarity metrics between reference LiDAR and
radar map. (right) Experiments for different distance thresholds δ.
Given in m2.

Method VoD NuScenes
SCD ACD SCD ACD

No filter 10.98 1.20 44.22 2.44
Random 10.91 1.20 45.36 2.44

Ours 3.61 0.66 40.47 1.92

δ SCD ASC

0.5 2.52 0.52
1.0 2.81 0.61
2.0 3.13 0.69

V. CONCLUSION

In this paper, we presented a comprehensive exploration
of odometry methods plus mapping for automotive 3D and
2D radar sensors. Our work encompasses two novel ego-
motion estimation approaches and a mapping step, collec-
tively enhancing radar-driven navigation capabilities. Our 3D
radar method uses classical point-to-point ICP leveraging
the Doppler velocity measurements provided by the radar.
Our 2D radar approach exploits a constant velocity filter
for scenarios where most of the sensor’s field of view is
covered by large dynamic objects. Moreover, our filtering
steps also lead to a highly outlier-free map with high simi-
larity to LiDAR. This allows us to successfully estimate the
vehicle’s ego-motion and construct an accurate map of the
environment. We implemented and evaluated our approach
on different datasets and provided comparisons to other
existing techniques, supporting all claims made in this paper.
The experiments suggest that our approach achieves state-
of-the-art odometry estimates and demonstrates how simple
filtering can lead to improvements in mapping accuracy.
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