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Robots that are able to acquire an accurate model of their environment are regarded as fulfilling a major
precondition of truly autonomous mobile vehicles. To learn a map of the environment, three problems need
to be addressed simultaneously, namely exploration, mapping, and localization. In this work, we present an
integrated solution to these three problems. To solve the simultaneous localization and mapping (SLAM)
problem, our approach uses a highly efficient variant of algorithm proposed by Murphy and colleagues [2,
4]. In this algorithm, a Rao-Blackwellized particle filter (RBPF) is used to efficiently represent the joint
posterior about possible maps and trajectories taken by the robot. The key contribution of our approach is
an efficient decision-theoretic algorithm for computing vantage points that reduce the expected uncertainty
in the RBPF.

The approaches mostly related to our work have been presented by Makarenko et al. [3] and Bourgault
et al. [1]. They use an Extended Kalman Filter (EKF) to solve the SLAM problem and introduce a utility
function which trades-off the cost of exploring new terrain with the potential reduction of uncertainty
by measuring at selected positions. A similar technique has been applied by Sim et al. [5], who consider
actions to guide the robot back to a known place in order to reduce the pose uncertainty of the vehicle during
exploration. In contrast to our work, these approaches assume that the environment contains landmarks that
can be uniquely determined during mapping. Our approach, in contrast, learns occupancy grid maps and
thus is not restricted to environments with pre-defined landmarks.

Compared to previous approaches, the novelty of the work reported here is that our algorithm simulta-
neously considers the uncertainty in the trajectory and in the map while building accurate occupancy grids.
Based on an efficient scheme for computing the uncertainty of the joint posterior, we apply decision-
theoretic framework for choosing appropriate actions. Thereby, we utilize the properties of the Rao-
Blackwellization. In brief, the uncertainty of an RBPF is determined by its entropy, which consists of
two components. Whereas the first one computes the uncertainty over the trajectory taken by the robot, the
second calculates the uncertainty of the individual maps weighted by the likelihood of the corresponding
particles. We also demonstrate how the filter can be used to efficiently simulate possible measurements to
be obtained along a path through already mapped terrain. To determine potential actions, we consider dif-
ferent action types including actions that collect sensor information about unknown areas as well as actions
designed to re-visit known places to reduce the pose uncertainty of the vehicle. To finally select an action,
we take into account the potential measurements gathered along the path of the robot as well as the cost for
carrying out this action.

Our approach has been implemented and tested in the real world and in simulation. Experimental results
suggest that our approach leads to a robust exploration behavior that produces highly accurate grid maps.
Furthermore, we illustrate the advantages of our action selection technique over previous approaches.
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Figure 1: Suppose the robot has a high pose uncertainty and has to decide where to go next. Shown are three
opportunities in the left image. By estimating the change of uncertainty which is introduced by executing
an action, we can determine which action promises the highest uncertainty reduction (see middle image).
Thus, our approach chooses action 3 as depicted in the right image.

Figure 2: Five different stages of an autonomous exploration run on the second floor of building 106 at the
University of Freiburg. The map was acquired fully autonomously by our integrated approach.
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Figure 3: The robot had to decide where to move next during an exploration experiment. The left image
depicts the trajectory of the robot so far and the middle image illustrates the best map in that situation as
well as possible actions with corresponding target locations. The plot on the right hand side shows the
expected utility of the individual goal locations. The robot selected location 1 and performed an active
loop closure, since this action provided the highest expected utility.
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