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Summary: The ability to extract individual objects in the scene is key for a large number of
autonomous navigation systems such as mobile robots or autonomous cars. Such systems
navigating in dynamic environments need to be aware of objects that may change or move. In
most perception cues, a pre-segmentation of the current image or laser scan into individual
objects is the first processing step before a further analysis is performed. In this paper, we present
an effective method that first removes the ground from the scan and then segments the 3D data in
arange image representation into different objects. A key focus of our work is a fast execution
with several hundred Hertz. Our implementation has small computational demands so that it can
run online on most mobile systems. We explicitly avoid the computation of the 3D point cloud
and operate directly on a 2.5D range image, which enables a fast segmentation for each 3D scan.
This approach can furthermore handle sparse 3D data well, which is important for scanners such
as the new Velodyne VLP-16 scanner. We implemented our approach in C++ and ROS,
thoroughly tested it using different 3D scanners, and will release the source code of our
implementation. Our method can operate at frame rates that are substantially higher than those of
the sensors while using only a single core of a mobile CPU and producing high quality
segmentation results.

Zusammenfassung: Effiziente Online-Segmentierung fiir schwach besetzte 3D-Laserscans. Die
schnelle und vollautomatische Interpretaion eine Szene spielt beim Einsatz autonomer Autos
oder mobiler Roboter eine zentrale Rolle und wird in nahezu allen dynamischen Umgebungen
benotigt. Der erste Schritt eines typischen Perzeptionssystemes zur Szeneninterpretation ist
hiufig die Segmentierung der Szene in einzelne Bestandteile. In dieser Arbeit stellen wir ein
effizientes Segmentierungsverfahren fiir 3D Laserscanner vor, welches mit mehreren 100 Hz auf
handelsiiblichen CPUs ausgefiihrt werden kann und gleichzeitig hochwertige Ergebnisse liefert.
Wir erreichen die schnelle Verarbeitung, indem Berechnungen auf 3D Punktwolken vermieden
und statt dessen direkt auf 2.5D-Entfernungsbildern durchgefiihrt werden. Neben der schnellen
Berechnung kann so auch mit niedrig aufgelosten Laserscans gut umgegangen werden. Wir
haben unseren Ansatz in C++ und ROS implementiert und mit verschiedenen Datensitzen
evaluiert. Es zeigt sich, dass unser Verfahren die Laserdaten deutlich schneller verarbeitet als
typische Laserscanner diese erzeugen und gleichzeitig eine qualitativ hochwertige
Segmentierung der Szene liefert.
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Fig. 1: Left: Segmentation of objects such as people, cars, and trees generated from sparse 3D
range data recorded with Velodyne VLP-16 scanner. Colours correspond to different segments.
Right: Clearpath Husky robot used for the experiments.

1 Introduction

Image segmentation in RGB and multi-spectral data is a common problem in photogrammetric
image analysis, computer vision, and remote sensing. Separating individual objects in 3D laser
range data is also an important task for autonomous navigation of mobile robots or instrumented
cars. An autonomous vehicle that is navigating in an unknown environment faces the complicated
task of reasoning about its surroundings, see (GOLOVINSKIY & FUNKHOUSER, 2009; HEBEL &
STILLA, 2008; HIMMELSBACH et al., 2010; KUMMERLE et al., 2013; STEINHAUSER et al., 2008;
TEICHMAN & THRUN, 2012; WANG & SHAN, 2009; WURM et al., 2008). There might be objects
that constrain the possible actions of the robot or that may interfere with the robot’s own plans.
Thus, the interpretation of the robot’s surroundings is key for robust operation. While some ap-
proaches focus on finding specific objects in a dynamic scene (HANEL et al., 2015; MENZE et al.,
2015; LEIBE et al., 2008), most perception pipelines perform a segmentation of the environment
into individual objects before a further interpretation is performed. Therefore, we see the need for
an efficient online segmentation approach for 3D range data as this allows the robot to directly
react to individual objects in its surroundings. This segmentation should be available in real time
as the system needs to reason about what it sees right when the data become available in order to
react appropriately.

Object segmentation from raw sensor data is especially relevant when mapping or operating
in dynamic environments. In busy streets with cars and pedestrians, for example, the maps can
be influenced by wrong data associations caused by the dynamic nature of the environment. A
key step to enable a better reasoning about such objects and to potentially neglect dynamic objects
during scan registration and mapping is the segmentation of the 3D range data into different objects
so that they can be tracked separately, see (DEWAN et al., 2016).

Besides rather expensive terrestrial laser scanners, there are also less accurate and cheaper
scanners targeted at mobile robotics applications. One example is the 16-beam LIDAR by Velo-
dyne, which is becoming increasingly more popular and can be installed on relatively low-cost
platforms. If we compare the data provided by the 16-beam LIDAR with those provided by the
64-beam variant or even a terrestrial scanner, we observe a substantial drop in the vertical angular
resolution. This poses several challenges to a segmentation algorithm operating on such 3D data.
Sparser point clouds lead to an increased Euclidean distance between neighbouring points even if
they stem from the same object. Thus, these sparse 3D points render it more difficult to reason
about segments. The situation becomes even harder with the increase in distance between the
object and the sensor.

The contribution of this paper is a robust method for separating ground from the rest of the
scene and a fast and effective segmentation approach for 3D range data obtained from modern
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laser range finders such as Velodyne scanners. To achieve the final segmentation, we first perform
a robust ground separation which can detect ground fast and reliably. In contrast to several other
approaches, the ground can have slight curvature and does not necessarily have to be entirely flat.
We also do not use any kind of sub-sampling and decide for each pixel of the range image whether
it belongs to ground or not. An example of our segmentation with ground removed is depicted in
Fig. 1 where people and cars are correctly segmented using data from a Velodyne VLP-16 scanner.

Our segmentation method provides meaningful segmentations and runs multiple times faster
than the acquisition of the scan. Even on a mobile CPU, we can process the scans of a Velodyne
with over 70 Hz (64 beams) or 250 Hz (16 beams) and thus faster than the scans are acquired. We
achieve this by performing all computations on a cylindrical range image. This method is advan-
tageous, as the range image is often small, dense, and maintains the neighbourhood information
implicitly. Moreover, our approach is suited for scanners that provide comparably sparse point
clouds as these clouds can still be represented as a dense range image.

This paper extends our recently published conference paper on 3D range data segmentation
(BOGOSLAVSKYI & STACHNISS, 2016). In this work, we added the robust ground removal and
provide an extended experimental evaluation.

2 Related Work

Segmenting objects from 3D point clouds is a relatively well-researched topic. There is substantial
amount of work that targets acquiring a global point cloud and segmenting it off-line. Examples
for such approaches are the works by ABDULLAH et al. (2014); ENDRES et al. (2009); GOLOVIN-
SKIY & FUNKHOUSER (2009); HEBEL & STILLA (2008); WANG & SHAN (2009). These seg-
mentation methods have been used on a variety of different data produced by 3D range sensors or
2D lasers in push-broom mode. The photogrammetric society has also been active in the field of
segmenting big point clouds into different objects. VELIZHEV et al. (2012) focus on learning the
classes of the objects and detecting them in huge point clouds via a voting-based method. These
point clouds can be large, and the work by HACKEL et al. (2016) targets the runtime along with
the quality of classification. In contrast with these works, we focus on the segmentation of range
data that comes from a 3D laser scanner such as a Velodyne that provides a 360 degree field of
view in a single scan and is used for online operation on a mobile robot. Additionally, we tar-
get segmentation of a scene without the knowledge about the objects in it and without any prior
learning and not using complex features. For a comprehensive analysis of methods that perform
supervised scene segmentation we refer the reader to WEINMANN et al. (2015).

Ground removal is an often used pre-processing step and is therefore well-discussed in the
literature. There is a number of papers that use RANSAC for fitting a plane to the ground and
removing points that are near this plane such as the work by OSEP et al. (2016). Another prominent
method of ground detection is a side-product of full semantic segmentation of the scene, where all
parts of the scene get a semantic label. The ground is then segmented as one class; for more details
we refer the reader to the papers by HERMANS et al. (2014) and BANSAL et al. (2009). A couple
of approaches use a 2D-grid and analyse the heights of the points that fall into its bins, taking
decisions about points being parts of the ground based on this information. The decisions can be
taken based on the inclination of lines between consecutive cells as in works by PETROVSKAYA &
THRUN (2008); LEONARD et al. (2008) or by analysing the height above the lowest local point as
in works by GORTE et al. (2015); BEHLEY et al. (2013).

Segmentation techniques for single scans without requiring additional information can be di-
vided into three groups. The first group, represented by the works by DOUILLARD et al. (2011,
2014), performs the segmentation in the 3D domain by defining sophisticated features that explain
the data in 3D or by removing the ground plane and segmenting the clouds with a variant of a near-
est neighbour approach as shown by CHOE et al. (2012) and KLASING et al. (2008). Feature-based
approaches, while allowing for accurate segmentation, are often comparably time-consuming and
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may limit the application for online applications to a robot with substantial computational re-
sources.

The second group focuses on projecting 3D points onto a 2D grid positioned on the ground
plane. The segmentation is then carried out on occupied grid cells as in BEHLEY et al. (2013);
HIMMELSBACH et al. (2010); KORCHEV et al. (2013); STEINHAUSER et al. (2008). These algo-
rithms are fast and suitable to run online. Quite often, however, they have a slight tendency to
under-segment the point clouds, i.e. multiple objects may be grouped as being one object if they
are close to each other. This effect often depends on the choice of the grid discretisation, so that
the grid width may need to be tuned for individual environments. Additionally, some of these
approaches can suffer from under-segmenting objects in the vertical direction.

The third group of approaches performs the segmentation on a range image and our approach
belongs to this group of techniques. For example, MOOSMANN et al. (2009) and MOOSMANN
(2013) use a range image to compute local convexities of the points in the point cloud. In contrast
to that, our approach avoids computing complex features and, thus, is easier to implement, runs
very fast and produces comparable results. We therefore believe that our approach is a valuable
contribution to a vast and vibrant field of 3D point cloud segmentation, and consequently we will
contribute our approach to the open source ROS community by providing the source code for our
implementation.

There are also several works (PYLVANAINEN et al., 2010; STROM et al., 2010) that perform
segmentation on RGBD data acquired from a LIDAR registered with a camera. Registering one or
multiple cameras with the laser scanner requires a more sophisticated setup and the segmentation
becomes more demanding. Using both cues may improve the results but it is seldom possible at
speeds faster than the frame rate. Therefore, we focus on segmenting unknown objects from pure
3D range data not requiring any additional visual or intensity information.

Visual information is not the only information that aids segmentation. Temporal information
and tracking are also shown to be useful to enhance the segmentation performance by FLOROS &
LEIBE (2012) and TEICHMAN & THRUN (2012). While the benefit of using the information
about the moving objects is clear, we show that it is possible to perform a fast and meaningful
segmentation on single scans even without relying on temporal integration.

3 Range Image based Ground Removal

Before performing object segmentation, we remove the ground from the scan. A standard ap-
proach to ground removal simply discards all 3D points that are lower than the vehicle (assuming
we know where the sensor has been mounted on the mobile base/robot). While this approach may
work in simple scenes, it fails if the vehicle’s pitch or roll angle is unequal to zero or if the ground
is not a perfect plane. Using RANSAC-based plane fitting may improve the situation but even
using this method, non-zero curvatures may remain a challenge and the operation can be time
consuming. Thus, we take a different approach.

Most laser range scanners provide raw data in the form of individual range readings per laser
beam with a time stamp and an orientation of the beam. This allows us to directly convert the data
into a range image. The number of rows in the image is defined by the number of beams in the
vertical direction, i.e., 16, 32 or 64 for the Velodyne scanners. The number of columns is given
by the range readings per 360° revolution of the laser. Each pixel of such a virtual image stores
the measured distance from the sensor to the object. To speed up computations, one may even
consider to combine multiple readings in the horizontal direction into one pixel if needed.

In our implementation, we use the above described range images and construct them directly
from the raw measurements of the laser scanner, not computing the 3D point cloud. In case,
however, a different laser scanner or a different device driver is used that only provides a 3D point
cloud per revolution and not the individual range measurements, one can project the 3D points
cloud onto a cylindrical image, compute the Euclidean distance per pixel, and proceed with our



4 Photogrammetrie  Fernerkundung ¢ Geoinformation 0/0000

— original ||
— smoothed

angle in degrees

. . .
10 20 30 40 50 60 70
laser index

smoothed angles

Fig. 2: Top left: part of a range image. Middle left: an image generated by showing a angles. Bottom
left: angles after applying the Savitsky-Golay smoothing. Top right: an illustration of « angle. Bottom
right: illustration of the smoothing for a column of o angles as marked in the left image.
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Fig. 3: An example scene seen from above with ground marked light blue.

approach. This will increase the computational demands by approximately a factor of 2 for the
whole approach but still allows for a comparably fast segmentation.

For identifying the ground plane, we make three assumptions. First, we assume that the sensor
is mounted roughly horizontally on the mobile base/robot (this assumption can be relaxed, but the
explanation would turn out to be more complex). Second, we assume that the curvature of the
ground is low. Third, we assume that the robot observes the ground plane at least in some pixels
of the lowest row of the range image (corresponding to the laser beam scans close to the ground
close to the robot).

With these assumptions in place we start by turning each column c of the range image R into
a stack of angles a;_; ., where each of these angles represents the angle of inclination of a line
connecting two points A and B derived from two range readings R, 1, and R, . in neighbouring
rows r — 1, r of the range image, respectively, as depicted in the top right part of Fig. 2. Knowing
two range readings of vertically consecutive individual laser beams, we can compute the angle «
using trigonometric rules as follows:

a = atan2(||BC||,||AC||) = atan2(Az, Ax) (1)
Az = |Rr—icsiné, — Ry csiné&p|
Ar = |Rr_1,cco8&q — Ry ccos&p

where £, and &, are vertical angles of the laser beams corresponding to rows  — 1 and r.

Note that we need two range readings for each o computation and so the size of the stack of
« angles has size one less than the number of rows in the range image. We then treat all stacks
of these angles as a matrix My, = [o;._; ], where r and c are row and column coordinates of the
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Algorithm 1 Ground Labelling

1: procedure LABELGROUND(R)

2 M <+ o ], matrix of angles o computed with Eq. (1).
3 forc=1...R.s do

4 if M (0, ¢) not labelled then

5: LabelGroundBFs(0,c);

6: procedure LABELGROUNDBFS(7, ¢)

7 queue.push({r, c})

8 while queue is not empty do

9: {r,c} < queue.top ()

10: {r, c} +labelled as ground

11: for {rn,cn} € neighbourhood{r, c} do
12: if |[M(r,c) — M (rpn, cn)| < 5° then
13: queue.push({rn,cn})

14: queue.pop ()

corresponding range readings from the range image.

Unfortunately, LIDAR sensors such as the Velodyne HDL-64 produce a substantial amount
of outliers in the range measurements, discussed in more details in the work of LEONARD et al.
(2008), which impacts the computation of the angle « in Fig. 2. We therefore need a way to
eliminate such outliers. WEINMANN & JUTZI (2015) address this problem by computing features
over a small local neighbourhood of every pixel of a range image to detect if a reading can be
treated as reliable or not. This approach filters out unreliable readings but also the points on the
borders of the objects. As these points are important for performing segmentation, we instead
compute the corresponding angles from all available data points and smooth the computed angles
afterwards. To achieve such smoothing, we apply the Savitsky-Golay filter to every column of M,,.
This filter performs least-squares optimization to fit a local polynomial for a given window size
to the data. In their work, SAVITZKY & GOLAY (1964) show that one can avoid the explicit least
squared fitting of the polynomials and compute an effective approximation relying on precomputed
coefficients, which allows for greater computational efficiency.

We carry out the ground labelling on the matrix M, after applying the Savitsky-Golay filter
to its columns starting with the entries that we expect to belong to the ground and labelling similar
components together using breadth-first search. Breadth-first search (BFS) is a popular graph
search or traversal algorithm. It starts at a given node of the graph and explores the directly
neighbouring nodes first, before moving to the next level of neighbours. In our approach, we
consider the difference in the calculated angles a over an N4 neighbourhood on a grid to decide
if two neighbouring elements of the matrix M, should be labelled together by the breadth-first
search. For that purpose we select a threshold Aa, set to 5° in our experiments.

We start by labelling each element of the lowest row as ground if the corresponding 04(1],6 is
smaller than a pre-defined angle (45° in our current implementation), i.e., we are not labelling any
almost vertical objects such as walls. Let the set G be a set of all column indices in the first row
that we have labelled as ground.

For every ¢ € G we label the connected component using BFS starting from aé}c as ground
as depicted in procedure LabelGround in Alg. 1. By the time we have processed all ¢ € G, all
the ground pixels in the image have been labelled as such. Fig. 3 shows an example point cloud
with the ground detected by our algorithm marked in light blue.

4 Fast and Effective Segmentation Using Laser Range Images

This work focuses on fast 3D range data segmentation for online processing on a mobile robot
that is equipped with a rotating scanner such as one of the three popular Velodyne scanners with
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Fig. 4: lllustration of our method. (A) Point cloud from Velodyne, which is shown for illustration
reasons only. (B) We build up a range image not considering points lying on the ground plane and
(C) perform the segmentation in the range image directly. (D) This allows us to provide individual
small point clouds for the different segments. The different objects are shown with random colours.
Range and label images are scaled for better visibility.

16, 32, or 64 beams. The vertical resolution of the sensors has an impact on the difficulty of the
segmentation problem. For every pair of neighbouring points, one basically has to decide if the
laser beams have been reflected by the same object or not.

In our approach, outlined in Fig. 4, we avoid the explicit creation of the 3D point cloud and
perform our computations using a laser range image, in our case a cylindrical one for the Velo-
dyne scanners. This has two advantages: First, we can exploit the clearly defined neighbourhood
relations directly in the range image and this makes the segmentation problem easier. Second, we
avoid the generation of the 3D point cloud, which makes the overall approach faster to compute.

We assume the vehicle to move on the ground (see Fig. 1 for our setup) and we expect the
sensor to be oriented roughly horizontally with respect to the wheels. Thus, we can quickly
obtain an estimate of the ground plane by analysing the columns of such range image as described
in Sec. 3. The ground is then removed from the range image.

The key component of our approach is the ability to estimate which measured points originate
from the same object for any two laser beams. We explicitly avoid feature computation and work
with raw sensor data, taking a decision for each point of the 3D range data.

We present an easy to implement and fast to compute but yet effective approach to find the
components that belong to one object. To answer the question if two laser measurements belong
to the same object, we use an angle-based measure, which is illustrated in Fig. 5 and is described
in the following paragraphs.

The left image of Fig. 5 shows an example scene with two people walking close to each other
in front of a cyclist, who passes between them and a parked car. This scene has been recorded
using our Velodyne VLP-16 scanner. The middle image shows an illustration of two arbitrary
points A and B measured from the scanner located at O with the illustrated laser beams O A and
OB. Without loss of generality, we assume the coordinates of A and B to be in a coordinate
system which is centred in O and the y-axis is oriented along the longer of two laser beams. We
define the angle [ as the angle between the laser beam and the line connecting A and B in the
point that is further away from the scanner (in our example that is A). In practice, the angle 3
turns out to be a valuable piece of information to determine if the points A and B lie on the same
object or not.

Given the nature of the laser range measurements, we know the distance ||OA|| as it corre-
sponds to the first laser measurement as well as ||OB|| (second laser measurement). We will call
these range measurements d; and da respectively. One can use this information to calculate 5 by
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sensor

Fig. 5: Left: example scene with two pedestrians, a cyclist and a car. Middle: Given that the sensor
is in O and the lines OA and OB represent two laser beams, the points A and B spawn a line that
estimates the surface of an object should they both belong to the same object. We make the decision
about this fact based on the angle 5. If 3 > 6, where 0 is a predefined threshold, we consider
the points to represent one object. Right: a top view on the pedestrians from the example scene.
The green lines represent points with 5 > 6 while the red one shows an angle that falls under the
threshold and thus labels objects as different.

applying trigonometric equations
B = atan2(||BH]||, ||HA||) = atan2(d2 sin v, di — da cos ),

where ) is the known angle between the beams and is usually provided in the documentation of
the scanner. The right image in Fig. 5 illustrates the computation in the zy-plane from a top-down
view of the scene. Note that we can compute the angle 3 for pairs of points A and B that are
neighbours either in row or in column direction in the range image. In the first case, the angle 1)
corresponds to the angular increment in row direction, in the other case to the increment in column
direction.

The intuition behind the angle 3 is that it stays relatively large for most objects and only
takes small values if the depth difference between neighbouring points given the range image is
substantially larger than their displacement in the image plane that is defined through the angular
resolution of the scanner. This insight allows us to define a parameter 6 that acts as a threshold on
the angle (. This threshold enables us to take a decision about whether to separate any two points
in the range image into separate clusters or merge them into one. If 3 is smaller than the user-
defined value 0, we argue that the change in depth is too large and take the decision to separate the
points into different segments. Otherwise, the points are considered as lying on the same object.

A threshold-based criterion on 3 is clearly a heuristic but works well in practice as we will
illustrate in the experimental evaluation. A failure case can be a situation in which the scanned
object is planar, such as a wall, and oriented nearly parallel to the laser beams. In this case the
angle B will be small and it is therefore likely for the object to be split up in multiple segments.
This essentially means that if 3 is smaller than 6, it is difficult to find out if two points originate on
two different objects or just lie on a planar object nearly parallel to the beam direction. However,
despite this shortcoming, our experiments suggest that the method is still useful in practice. The
aforementioned behaviour occurs rarely and if so, it usually results only in an over-segmentation
of particularly inclined planar objects.

With the separating threshold in mind, we approach the segmentation directly in the range
image. We regard two endpoints as being neighbours stemming from the same object if they
are neighbours in a the range image (we use an N4 neighbourhood on the grid) and the angle 8
between them is larger than . Given this definition of a neighbourhood, we can view the segmen-
tation problem as the problem of finding the connected 2D components exploiting the structure of
the range image and the constraint on .

Alg. 2 depicts the algorithm that we use to find the connected components that define the



8 Photogrammetrie  Fernerkundung ¢ Geoinformation 0/0000

Algorithm 2 Range Image Labelling

1: procedure LABELRANGEIMAGE(R)

2 Label 1, L < zeros(Rrows X Rcols)

3 forr =1...Rrows do

4: forc=1...R.s do

5: if L(r,c) = 0 then

6: LabelComponentBFS(r,c, Label);
7: Label < Label + 1;

8: procedure LABELCOMPONENTBFS(r, ¢, Label)

9: queue.push({r,c})

10: while queue is not empty do

11: {r,c} < queue.top ()

12: L(r,c) « Label

13: for {ry,cn} € Neighbourhood{r, c} do
14: d1 < max(R(r,c), R(Tn,cn))

15: do < min(R(r,c¢), R(Tn,cn))

16: if atanQ% > 0 then

17: queue.push({7n,cn})

18: queue.pop ()

segments. We use a variant of a pass-through filter with complexity O(N), where N is the number
of pixels, i.e. the number of range readings per scan. The algorithm guarantees visiting each point
in the range image at maximum twice. Please note that at this point in time all pixels of the range
image that were labelled as ground (see Sec. 3) are set to zero and do not take part in the following
procedure.

We start in the top left corner of the range image and pass through every pixel from top to
bottom, left to right (line 4-5). Whenever we encounter an unlabelled pixel (line 6), we start
a breadth-first search from this pixel (line 7). The goal of this search is to label every pixel of
this component. For this purpose, the BFS uses a queue (line 10-12) and an N4 neighbourhood
consisting of the left, right, lower and top pixels (line 14). The decision if a point in the N4
neighbourhood should be added to the queue of the BFS is taken based on the angle 3 generated
by the neighbour and the current point (line 15-18). This procedure guarantees that the whole
connected component will receive the same label. Once the queue of BFS is empty, we continue
to traverse the range image sequentially until we reach a new unlabelled point.

It has to be noted that the connected components algorithm is not the main contribution of this
work but its effective application to the segmentation of range images considering the value of 3
for two neighbouring measurements. For more information on the comparison between different
implementations of connected components algorithms, we refer the reader to CABARET et al.
(2014). Overall, our approach yields an easy-to-implement and fast method that does not require
a lot of parameters tuning to achieve good segmentation performance.

5 Experimental Evaluation

Our experiments are designed to show the capabilities of our method and to support our key claims,
which are: (i) all computation can be executed fast, even on a single core of a mobile CPU with
around 70 Hz, (ii) we can segment typical 3D range data obtained by mobile robots into mean-
ingful segments, and (iii) the approach performs well on sparse data such as those obtained from
a 16-beam Velodyne Puck scanner. In our evaluation, we also provide comparisons to the grid-
based segmentation method proposed by TEICHMAN & THRUN (2012) as used by BEHLEY et al.
(2013) as well as to Euclidean clustering implemented in the point cloud library PCL. Throughout
all experiments, we used our default parameter 6 = 10°.
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Tab. 1: Average runtime and std. dev. per 360° laser scan.

segmentation only ground removal + segmentation
scanner mobile desktop mobile desktop
i5U52002.2GHz | i7 4770K, 3.5 GHz | i5U52002.2GHz | i7 4770K 3.5 GHz
64-beam 8.6ms + 2.6 ms 4.7ms £ 1.2ms 13.3ms £ 1.0ms 8.6ms + 0.6 ms

116 Hz 212Hz 74 Hz 116 Hz
32-beam 44ms + 1.2ms 2.6ms + 0.5ms 8.3ms + 0.7 ms 4.5ms + 0.7ms
227Hz 385Hz 120Hz 222 Hz
16-beam 2.4ms + 0.5ms 1.5ms + 0.2 ms 4.0ms + 0.8 ms 2.8ms 4+ 1.0ms
416 Hz 667 Hz 250 Hz 354 Hz

Hl segmentation I ground removal

runtime [ms]

400 600
KITTI point cloud index

Fig. 6: Timings obtained on the KITTI dataset. The x-axis depicts the index of individual point clouds
while the y-axis shows the processing time in ms.

5.1 Runtime

The first experiment is designed to support the claim that our approach can be executed fast sup-
porting online processing in real time. We therefore tested our approach on point clouds com-
puted with different Velodyne laser scanners and processed the data on different computers. On
the robot, we used an Acer notebook with an i5 5200U 2.2 GHz CPU and we also processed the
data on a desktop computer with an 17 4770K 3.5 GHz CPU, in both cases using only one core of
the CPU.

Tab. 1 summarizes the runtime results for nearly 2,500 point clouds (generated by a single
revolution of the scanner) recorded in urban outdoor environments. The numbers support our first
claim, namely that the computations can be executed fast and in an online fashion. The frame rate
of our segmentation pipeline including ground removal is multiple times faster than the frame rate
of the sensor. On a mobile i5 CPU, we achieve average frame rates of 74 Hz — 250 Hz for the
whole approach and 116 Hz — 354 Hz on an i7 computer. The pure segmentation without ground
removal can run with up to 667 Hz. We obtained similar timings on the publicly available KITTI
datasets by GEIGER et al. (2013), see Fig. 6.

We also compared the speed of our segmentation pipeline to Euclidean clustering for segmen-
tation as provided by PCL. For a fair comparison, we used the same ground removal for both
approaches and thus the reported timing refers to the segmentation only. As can be seen from
Fig. 7, our approach is on average around 1,000 times faster than Euclidean clustering in the 3D
space, here using 64-beam Velodyne data.

5.2 Segmentation Results

The next set of experiments is designed to illustrate the obtained segmentation results. We con-
sider the results on 16-beams and 64-beams laser range data. For the 64-beam evaluation, we
rely on the publicly available street scenes dataset by MOOSMANN (2013) and the KITTI dataset
by GEIGER et al. (2013), while we recorded the 16-beam datasets using our robot in Bonn, Ger-
many, see also Fig. 1.
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Fig. 7: Timings for segmenting approximately 2,500 scans from a 64-beam Velodyne dataset with
our approach and Euclidean segmentation from PCL (without ground removal).
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Fig. 8: Performance of our algorithm computed as a fraction of the number of found objects over
the number of all manually labelled objects in the scene compared to the grid-based segmentation
by BEHLEY et al. (2013) and segmentation through Euclidean clustering as provided by PCL for
varying parameters on 30 different, manually labelled outdoor 3D data. On the x-axis, the first value
is the parameter 6 for our method and the second one serves as both the cell size for the grid-based
approach and as the distance threshold for the Euclidean clustering approach.

We evaluate the performance of our method and compare it to a popular grid-based approach
by BEHLEY et al. (2013) and to segmentation through Euclidean clustering as provided by PCL.
For that purpose, we manually segmented 30 point clouds from different scenes and ran all three
methods on these data varying their parameters. For our method, we have chosen different val-
ues for 0, while for the grid-based approach we have varied the size of the grid cells. We have
chosen values for 6 from 5° to 45° and for the grid cell resolution (grid-based) and the distance
threshold (Euclidean) values between 0.05m to 1.25m. We have evaluated the performance of
the algorithms by counting how many of the manually labelled objects have been found by the
algorithms. For every ground truth cluster, we search for a found segment with the biggest over-
lap. We consider the cluster as correctly found if the point-wise overlap is substantial (80% in
our implementation). We then count the number of successful matches and divide them by the
number of expected ground truth clusters. We compute the performance measure for every scan
and present the mean and standard deviation of these values with relation to the chosen parameter
in Fig. 8. As can be seen with § = 10°, our method outperforms the grid-based approach in terms
of segmentation quality in all parameters settings. In comparison to Euclidean clustering, our ap-
proach shows a comparable performance on the 64-beam datasets, while being around three orders
of magnitudes faster (4 ms vs. 4 s per scan). This nicely illustrates the benefits of our method for
online processing. Typical examples of a segmentation are shown in Fig. 9 and Fig. 10, both using
a 64-beam Velodyne scanner.

Finally, we aim at supporting our claim that our segmentation pipeline can handle sparse data
coming from a scanner with 16 beams in the vertical direction (Velodyne VLP-16) well. For this
purpose, we analysed the results using data recorded from our scanner and compared them to
manually labelled ground truth clouds. Examples are depicted in Fig. 11. Although this is only



Igor Bogoslavskyi & Cyrill Stachniss, Bonn, Efficient Online Segmentation for Sparse 3D Laser Scans11

point cloud

grid‘—based ey " fﬁ, - a

™ e = / _~
TSsi car and bush missing car parts
undn g bush h )#l
3 € K
T

%

AN Y

Fig. 9: Top: Point cloud of an outdoor scene taken with a 64-beam Velodyne (shown for illustration
only). Middle: Our segmentation that provides correct segmentation even for distant objects while not
under-segmenting the close ones. Boftom: Segmentation provided by a grid-based approach with
cell size set to 0.2. There is a number of cars that are situated further from the sensor missing and
one car is merged with a bush.

a qualitative evaluation, we can clearly see that our approach handles the sparse range data better
than the approaches that work in the space of 3D points.

In summary, our evaluation suggests that our method provides competitive segmentation re-
sults compared to existing methods on dense range images and outperforms them on sparse scans.
At the same time, our method is fast enough for online processing and has small computational
demands. Thus, we supported all our claims with this experimental evaluation.

6 Conclusion

This paper presents a fast and easy to implement method for 3D laser range data segmentation
including fast ground removal. Instead of operating in the 3D space, our approach performs all
computations directly on the range images. This speeds up the segmentation of the individual
range images and allows us to directly exploit neighbourhood relations. It enables us to success-
fully segment even sparse laser scans like those recorded with a 16-beam Velodyne scanner. We
implemented and evaluated our approach on different publicly available and self-recorded datasets
and provide comparisons to other existing techniques. On a single core of a mobile i5 CPU, we
obtain segmentation results at average frame rates between 74 Hz and 250 Hz and can run up to
667 Hz on an 17 CPU. We will release our code that can either be used standalone with C++ or as
a ROS module.
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Fig. 11: Left top: Our segmentation of an example outdoor scene taken with a 16-beam Velodyne.
Our approach was able to find objects omitted by the grid-based method while correctly segmenting
people that stand close to each other. Left bottom: Grid-based segmentation result. Some objects
are missing and people on the bottom left are under-segmented. Right: An outdoor scene recorded
with a 16 beam Velodyne that shows that our approach is able to segment even complicated scenes
with multiple small objects like bicycles placed very close to each other. The grid-based approach in
this scene merged all the bicycles into two big clusters. The images are omitted for space reasons.
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