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Abstract

This report demonstrates the use of FEX� cf	 � for segmenting land�use units from remote�
sensed images and their classi
cation to meaningful clusters��
�	

Two approaches for segmenting land�use units are proposed� one is based on symbolic
data and one is based on iconic data	 Advantages and disadvantages of both methods are
discussed	 Problems of the method and the output of FEX� which appeared during this
work are discussed	

The classi
cation is based on a linear classifer� which supplies classi
ed areas according
to their agricultural use	 Results� demonstrating the the feasibility of the process� are
shown and discussed	
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Chapter �

Introduction

This report discusses the segmentation and classi
cation of land�use units from remote�
sensed images	 An image of land�use units consists of a set of homogeneous areas sur�
rounded by either a street or borders of other homogeneous areas	 The homogeneity
criterion can be based on the grey values or on the multi�spectral properties of the image	
Since we assume the landscape to be approximately planar� we do not have to deal with
�D information	

Previous work at the IPB� see example �� use structural modeling of land�use 
elds
based on an hierarchical polygonal model	 The structural information is used to guide the
segmentation process using the MDL principle and guarantees a consistent and complete
output	

Now we want to apply a segmentation based on a more generic segmentation model�
which was introduced by � and is motivated by an object model consisting of regular faces
that are surrounded by lines and points either being singular or formed by intersecting
lines	 This way we are not restricted to a polygonal segmentation procedure	

Then the classi
cation scheme is realized by using a linear classi
er� especially the
Nearst�Neighbor�Classi
er with rejection class	 The result of this process are classi
ed
areas� according to their agricultural use	
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Chapter �

Feature�Based Segmentation

Our segmentation approach for land�use units does not directly work with the image but
uses a generic feature extraction procedure which does not include any speci
c knowledge
about the structure of the scene	 Instead� we want to analyze the output of the feature
extraction procedure	 We use a polymorphic feature extraction as proposed in �	

��� Polymorphic Feature Extraction

The Feature Extraction FEX replaces a digital image with a 
rst symbolic description�
namely a list of points� a list of lines and a list of blobs	 Because we have geometric objects
of di�erent dimensions� we call the extraction scheme polymorphic	 Each geometric object
in a list contains several attributes describing its properties� e	g	 the covariance matrix
of a point or the mean grey level of a blob	 Note that since the features are extracted
simultaneously� they are non�overlapping	

We can also directly obtain the neighborhood relations between the features by an�
alyzing the voronoi diagram of all image areas that are not classi
ed by features� see

gure ���c�	 Now it is possible to de
ne the output of FEX as a graph with nodes as
features and arcs as neighborhood relations between features� we call this graph feature
neighborhood graph� FNG�	

The input of the FEX system consists of a one� or multi�channel image and a set of
parameters� where the most dominant are three scale parameters �R� sigmaL and sigmaP �
�R de
nes the overall image resolution and mainly reduces the noise	 �L and sigmaP de
ne
the signi
cance of a line resp	 point	 note that because of the algorithm used in FEX the
following rule holds� large �L��P imply large exoregions	

�Note that in previous publications it was called feature adjacency graph� FAG
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(a) (b) (c) (d)

Figure �	�� Arti
cial example for FEX	 Figure �a� depicts the input image of two rectangu�
lar areas� �b� shows the extracted features� �c� displays the exoskeleton �or voronoi�diagram
of the background� in red� so�called exoregions of blobs are blue� exoregions of lines are yel�
low and exoregions of points are magenta	 Neighboring exoregions de
ne the neighborhood
relationship of its features� �d� shows the feature neighborhood graph FNG

��� Contextual Interpretation of the Segmentation

Now we want to interpret the results of FEX in our context of extracting land�use units	
Clearly these units correspond to blobs within FNG� the symbolic description of FEX	 But
just the correspondence of blobs to units does not give the full solution to our problem� the
boundaries of the blobs generally are ragged and do not correspond to the exact boundaries
of the land�use unit	 This is because a boundary consists of lines and points which are
explicitly represented in the FNG	 Fortunately we directly can extract the boundary of a
blob via the relations de
ned in the FNG	

So the main approach is to identify blobs corresponding to land�use units and to extract
the boundaries of these blobs	 Using this approach we may not be able to obtain a complete
description of the scene� since we have not modeled streets etc	 Therefore it is possible
to have gaps between to units which could�but not necessarily have to�correspond to
streets	

The identi
cation of blobs can be done using the knowledge of a minimum size of a
land unit� let�s say ���qm	 We can convert this number to pixel�units and take it as a
threshold for rejecting blobs that are too small to be land�use units	

The extraction of the boundaries is more involving� we suggest two approaches� the

rst deals only with the symbolic description� that is output by FEX� this mainly includes
the FAG and an ordered sequence of neighbors for each blob	 The latter sequence can be
acquired by tracing the boundary of the exoregion of a blob	 The second approach uses
the exoskeleton image itself and extend every blob to the boundary of its exoregion	

It cannot be expected that the features and their neighborhood relations from FEX
are consistent to an ideal image description	 For a structured analysis of relational errors
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see cf	 � and �	 As a motivating example and to illustrate the problems for grouping
blob�boundaries� we give an arti
cial example of a typical result of FEX for low quality
images �i	e	 images that do not 
t to the image model of fex� for example having textures��
cf	 
gure ��	 Some features that are neighbored to the upper left blob apparently do not
belong to the boundary� some feature types are neighbored which should not be� e	g	 two
points or two blobs	

(b)(a)

Figure �	�� �a� Arti
cial example of a possible result of FEX	 Note that there are neighbor�
hood relationships� that do not occur in the ideal image model� see �� �b� the exoskeleton
regions of the features in �a� de
ning neighborhood relationships	

����� Symbolic Approach

This approach is motivated by the grouping strategy FAGANA �feature adjacency graph
analysis�� which is described in �	 FAGANA claims to be a topological grouping method�
i	e	 that main parts of the reasoning is done using topological aspects	 It uses the ideal
image model and knowledge about the algorithm and used parameters of FEX	

We adopt this idea� but concentrate on a blob�focused approach� separately for every
blob we group only those points and lines� which are adjacent to this blob	 This corresponds
to the blob�induced grouping mentioned in �� p	 ���f	 But now our goal is to guarantee
a closed sequence of points and lines for every blob� while the blob�induced grouping does
an independent grouping of pairs of features and does not necessarily result in a closed
sequence	

First we have to obtain an ordered sequence of features that are neighbored to one blob	
This cannot be retrieved by the FNG since the graph�arcs are not ordered�	 This sequence

�it would be interesting to incorporate a graph�arc order which preserves the topological order of features
in the image
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of features is computed in a newer version of FEX �� ����� and is part of the symbolic
description	 In 
gure ���a� the ordering is shown by the numbers from � to ��	
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Figure �	�� �a� Exoregions of set of neighbored features to upper left blob� �b� only points
and lines neighbors� �c� as 
gure �b�� but removed lines with insu�cient neighborhood� �d�
polygon computed using lines and points from 
gure �c�

Elimination of sequence elements� Since we are only interested in points and lines� we
will eliminate blob neighbors from the sequence� as blob �� in 
gure ���b�	 If the common
exoskeleton line of the two neighbored regions is long� we may loose a signi
cant part of
the blob boundary	 On the other hand� this part of the blob boundary is only available by
the exoskeleton� which is not represented in a symbolic description format but only as an
image� see also section ��	 Furthermore the image boundary is not speci
cally included in
the exoskeleton and therefore not included in the FNG	 This may also lead to gaps in the
blob�description	 For the rest of the paper� we want to exclude blobs neighbored to the
image boundary	
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Then we might have lines that are adjacent to the blobs� but are not related to the blob
boundary� because it shares only a small fraction of its exoregion with the blob exoregion�
see 
gure ���b�� lines � and ��	 We can eliminate these lines by setting a threshold T

that depends on the input parameters image resolution �R and the line scale of �L� for
example T � ��R � �L��	 If we�d know the position of the line inside the exoregion and
the projections of the endpoints onto the common exoskeleton line� we could get an even
better classi
cation of boundary lines	

Pairwise grouping� After we have cleaned out the ordered sequence of point and line
neighbors� we can do a pairwise check for the connectivity between a pair C�f�� f��	 Ne�
glecting the order� we have to distinguish three cases	 Note that we do not want to test
on geometric classi
cations of pairs� like mentioned in �� p	 ���f	 where one can 
nd a
detailed analysis of cliques of features according to their relative geometrical positions	 We
assume that we don�t need this since the features are expected to be aligned to the blob
boundary and some of the cases can not occur�	

(d)(c)(b)(a)

Figure �	�� Examples of point�line pairs	 �a� are two points� connected by a virtual �dotted�
line� �b� shows one line and one point� �c� displays two lines� that are directly connected
by a virtual line and in 
gure �d� the two lines have a common neighbor point� which is
connected to each of the lines by a virtual line	 Note that we neglect the classi
cation of
the relative geometric positions of the two features� see text	

� �Point� Point�� If a point is followed by a point and both are neighbored to a blob�
one can create a so�called virtual line between the points	

� �Point� Line�� If a point is followed by a line� one has to determine the closest line�
point to the extracted point and create a virtual line between them	 Note that this
requires a geometric test for closeness and not a topological test	 One could think of
constraints from the exoskeleton image in order to 
nd the closest point� the FNG
arc between the point and the line could indicate the position of the point regarding
to the line using the projection of the common exoskeleton line onto the given line	

�also that FAGANA does not completely take advantage out of this analysis
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At the moment we do not have this information in the symbolic description and
therefore we can only use the mentioned geometric test	 We may get problems� when
the line�point is not the one we wanted to have� like in 
gure ���c� line � and point
�	 We�ll try to resolve this problem in the next step	

� �Line� Line�� Two lines can be connected by a virtual line in the same way as above
using a geometric test for closeness� with all its di�culties� this is case �c� in 
gure ��	

Sometimes it is possible that the exoregions of the two subsequent lines had displaced
an exoregion of a point so that the neighborhood between this point and the blob
was not found� like in 
gure ���d�	 Here one can look for a common point of both
lines� which is collinear to each of them	 If such a point eas found� one can create
two virtual lines from each line to the found point	

Applying the above scheme to all subsequent pairs in the ordered sequence yield a 
rst
approximate polygon describing the boundary of a blob	 We further represent the line�
points explicitly as virtual points� so that the elements of new sequence are either a point
followed by a line or a line followed by a point	

Shortening Lines� Problem may still occur because some of the lines that are neigh�
bored to the blob are longer than their boundary parts� like lines � and �� in the 
gure ��	

Therefore we have incorporated a correction step which tries to compensate these cases
by computing the foot of perpendicular of the neighboring point �either a real or a virtual
point�	 Note that we would not need this when we�d have an improved description of the
exoskeleton	

The correction step is based on geometric relations and might not work in some sit�
uations� in our experience this observation holds for all purely geometric tests during
grouping	 An example� if one has computed the foot of perpendicular pF of a point p onto
a line with �pS� pE�� what is now the new line� �pS� pF � or �pF � pE�� It is clear that this
depends on the sequence of boundary features� i	e	 the ordering of the neighbors	

We do not want to describe the used geometric algorithm in detail� since we think that
it is much more reasonable to use the exoskeleton lines to determine the part of the line
which belongs to the blob boundary	 As mentioned before� this analysis of exoskeleton
lines has not been done	

����� Iconic Approach

For some images the above approach might fail for blobs� where too many neighboring lines
and points are missing	 This can happen when the edge contrast between two blobs are too
low to determine an edge� but high enough to distinguish two blobs� another reason could
be that the blob sizes are too small and because of resolution problems one cannot retrieve
edges or points	 An example of such image data is the multichannel image in 
gure �� on
page ��� an enlarged patch of the feature image and the exoskeleton is shown in 
gure ��	
The symbolic approach would not succeed on this kind of data	
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Figure �	�� Problems of symbolic approach when too few features are extracted� on the
left the extracted features are displayed� on the right the associated exoskeletons� where
light grey regions correspond to exoregions of blobs	

Instead� we propose a purely iconical approach which could be described as a steered
region growing scheme� starting from the extracted blobs we extend the borders to the
exolines of its exoregion	 This is reasonable since the exolines do have some geometric
meaning� either an exoline also belong to an exoregion of an feature line� then we assume
that the exoline is parallel to the extracted line �we neglect the uncertainty around the
endpoints of lines�� or they belong to a neighbored region� then the exoline gives us the
best possible geometric description of the boundary of this blob	

One problem arises because of the nature of the exoskeleton image from FEX� the
exoskeleton lines are black pixel in the image� see left picture in 
gure ��	 We want to
to extend the exoregions to also cover these pixels� see 
gure ���a� and �b�� so that the
exoskeleton is actually represented as crack�edges between the two blobs	 At this point
we transform the image to hyper�raster format� see �	 Then we can directly represent the
exoskeleton as objects in hyper�raster format and use a connected components algorithm
to identify and colorize each extended blob	

Remark	 Coverage Measure of Points and Lines for a Blob�boundary� One
could measure the coverage�percentage of points and lines for the boundary of blob by
labeling their common exoskeleton line and divide the number of labeled line pixels with
the total number of exoline pixels of the blob�exoregion	

Furthermore one can measure the overall distribution of features by projecting the
closed boundary curve of the exoregion� i	e	 the whole exoline� to a circle and compute the
gravity point of the labeled pixels	 If the gravity point is close to the center of the circle�
the features are well distributed� see also �	
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(a) (b) (c)

Figure �	��

��� Discussion

During this work we realized that we need an enhanced description of the topology in order
to apply a reasonable grouping process	

����� Limitations of FEX

� For certain applications one notices insu�cient resolution of FEX� see for example

g	 ��	 A solution would be to use the hyper�raster already during at the segmenta�
tion of points� lines and blobs	

� The exoskeleton is not analyzed to be stored in a symbolic description	 Furthermore
its iconical representation is not available as a hyper�raster image and therefore lacks
topological consistence	

� The boundary of images is not modeled	 This can cause problems in the description
of an image� the relationship of a feature and an image boundary is not explicitly
stored	

����� Possible Improvements of FEX

Besides maintaining and debugging the current implementation� there are some theoretical
issues� that should be looked at when a re�implementation of the system is considered	

� Using a hyper�raster� at least for the extraction of the feature topology	
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� Analysis of the relation of exoskeleton lines to the features of the exoregions


 line endpoints onto exoskeleton lines


 given two features� the projection of the common exoskeleton line onto both
features could give useful information

� Analysis of the feature position inside its exoregion	

� In�uence of the gradient image on the exoskeleton line� see �	
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Chapter �

Classi�cation

In a classi
cation step it concerns now to assign the regions� segmented before� special land
use units	 In addition each region is checked regarding its similarity with all possible land
use units �classes� and assigned according to one class or rejected however� if no allocation
is possible	

��� Classi�cation techniques

Di�erent techniques exist� with which a classi
cation can be implemented �	 Such a tech�
nique is called classi�cator� a algorithm� which is use this technique is called classi�cation	
A subset of objects� which is interpreted connecting for numeric� heuristic or subjective
reasons is called class	 The criteria� by which special characteristics of objects are more
speci
ed and on the basis those one comes to a decision of allocation� are the features	 One
di�erentiates between linear� logical and statistical classi
ers	

Linear classi�cation One assumes objects are certain by M �dimensional feature tuple	
This tuple are so called feature vectors	 The M �dimensional Euclidean space EM � that
means the space of all M �dimensional feature vectors� is called feature space	 To obtain a
classi
er� the objective is to divide the feature space into a number of disjoint regions Ck

with respect to the number of existing classes K	 The simplest case is the diviation of the
E� in two regions by a straight line� which is or of the Euclidean space by a hyper level	
But uses one a linear function� which is called discriminance function	

D�x j a� � D�xja�� ���� aM� � �a� �
MX
m��

am xm

The diviation can be achieved by the following decision�

x � C� if D�x j a� � �

x � C� if D�x j a� � �

��



An example of such type of classi
er is the so�called Minimum�Distance�classi�er� short
MD�classi
er	 Klassi
kator �s	o	 
g	���	 The idea of a MD�classi
er is to charakterize a
class by a representative	 So a object belongs to the class� to which it posesses the smallest
distance d 	 For the de
nition of the distance a euclidian �f	e	 the euclidian metric� is
given�

d�x� S�k�� �
MX
m��

�xm � s�k�m �� �
MX
m��

x�m� �
MX
m��

xms
�k�
m �

MX
m��

�s�k�m ��

Because that is an extreme value problem� the right term is without in�uence and so d�k�
is�

dk�x� �
MX
m��

�s�k�m �� � �
MX
m��

xms
�k�
m

Therefore the feature space K is devided in disjoint regions Rk by

Rk � fx j dk�x� � dl�x�� l �� kg

In order to reduce the probability of an incorrect correspondence� also a rejection class is
introduced	 So a object belongs to the class� to which it posesses the smallest distance d
again� but the distance d may not exceed a characteristic value� otherwise the object will
be assign to the rejection class	 Such a non�linear classi
er one calls Minimum�Distance�
classi�er with rejection �e	g	 Abb	� ���	

mean intensity

variance

a) mean intensity b)

variance

Figure �	�� a� MD�classi
er b� MD�classi
er with rejection class

To use only one representative for one class often leads to an uncorrect deviation of
the feature space	 So it is better to use several representatives	 For that case 
rst one
determines the smallest distances of an unknown object x to all representatives sk�i of one
class Ck	 The next step is then the determination of a minimum of all of these distances	

d
�k�
min�x� � min

i��������nk�
�d�x� s�k� i���

Such type of classi
er is called Nearest�Neighbor�classi�er �e	g	 Abb	� ���	
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variance

mean intensity

Figure �	�� kNN classi
er

Logical classi�cation There is an other possibility to devide the feature space in char�
acteristical regions	 Each region can be described by an parallel epiped	 For the m�
dimensional feature space these description leads to so called hyperquader for each class
�e	g	 Abb	� ���	 Thereby a class Ck is decribed by the extremal points

p�k� � �p
�k�
� � p

�k�
� � � � � � p

�k�
M � and q�k� � �q

�k�
� � q

�k�
� � � � � � q

�k�
M �	

It applies x � �x�� x�� � � � � xM� � Ck exactly if �Mm�� �p
�k�
m � xm � q�k�m �

mean intensity

variance

Figure �	�� parallel epiped classi
er

If an object is assign to more than one class on that way� there exist three possible
decision rules�

� The object belongs to no class	

� The object belongs to one of the possible classes only	

� The object belongs to more than one class	

Statistical classi�cation In the practice it is possible that one object belongs to the
class Ck but it is assigned to the class Cl� because with respect to its geometry it is
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situated in the region Rl	 For that reason the classes Ck are not exactly represented by the
regions Rk	 Until the typical objects of a class Ck are situated in the interior of a region
with a high certainty� untypical objects are situated nearly the border of these region	
Thus the possibility of an error classi
cation is higher	 To solve this problem statistical
considerations seems to be useful	 Therefore one assumes the classes C�� � � � � Ck as strongly
di�erent from the regions R�� � � � � Rk �even the number of classes k and the number of
regions l could be di�erent�	 For uncertain decisions a rejection class can use again	 To
use statistical classi
cation techniques one assumes the classes Ck as integer value k and
the propability pk of that event �the object x belongs to the class Ck� can be decribed
by the random value Y with pk � P �Y � k�	 pk is called A�priori�class�propability	 The
feature space is described by the random vector X	 So is a M � ��dimensional random
vector given by Z � �Y�X�	 The propability that an object x belongs to the class k and
that it is situated in the region l is then given by

P �Y � k�X � Rl� � P �Y � k�
Z

Rl

f�x j Y � k�dx�

The function f�x j Y � k� is called causes density of the class k	 The propability pk�x�
that an object x is situated in any arbitrary region is given by

pk�x� � p�Y � k j x� �
p�Y � k� f�x j Y � k�

KP
k

���

p�Y � k
�� f�x j Y � k

��
�

The propability pk�x� is called A�posteriori�class�propability	 A typical representative of
such type of classi
cation is the bayes classi�er�e	g	 Abb	� ���	

p(x)

x

k=2k=1 k=3

Figure �	�� bayes classi
er

��� Algorithm

In this section the algorithm for classi
cation land�use units is described	 Results for
classi
cation are shown and discussed	
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����� Input

As input of the classi
cation algorithm the symbolic description of FEX is used	 These
descriptions contains the extracted blobs �as symbols for land�use�units�� which are char�
acterized by their

� number

� mean intensity

� mean variance of the grey levels	

The feature space of the objects� which have to be clasi
ed� is given by these characteristical
features	

����� Teach of the classi�er

For teaching the classi
er an unsuperwised process is used	 Therefore the histogramms
of the features �mean intensity� mean variance of the grey levels� of the whole feature
space are computed	 The result of analyzing these histogramms are the borders of possible
classes	 Within these borders the features characterizing the special classes are determined	
Therefore the following equations are used�
for the mean variance �k of a class k

�k �
�

n

X
�i

for the mean intensity gk of a class k

gk �
�

n

X
gi

In these equations the parameter n is the number of blobs within the class borders� deter�
mined before	 The number of classes K and the characteristical smallest distance d of the
classi
er are given by analyzing the feature histogramms too	

����� Classi�cation with kNN�classi�er

Because of simplicity of realization and good results for the classi
cation the kNN�classi�er
is used �e	g	 sec	 ���	 The 
rst step of classi
cation is the determination of the smallest
distances of an object x �blob� to all features �representatives� of one class Ck	

gi � d�gi� gk��k � ���K�

�i � d��i� �k��k � ���K�
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letter�color interpretation
A�dark blue wheat
B�red maize
C�brown rye
D�cyan potato
E�violett wood
F�yellow barley
G�lightblue pure ground

Table �	�� Possible assignment for classi
cation

The next step then is the determination of a minimum of all of these distances by

dmin � min
k

d�gi� �i� gk� �k� �k � ���K�

Then� an object belongs to the class Ck� for which this smallest distance dmin was calcu�
lated	

����� Output

The output contains the ID number of each object and it assigned class number in form of
a list	 The result can be represented graphically by coloring the aereas �blobs� according
to its classi
cation	 A possible result is indicated in tabel �� 	

��� Discussion

The section �� demonstrates results for the classi
cation of land�use�units for three dif�
ferent arial images	 For examples seven classes were di�erentiated	 The classes could be
interpreted as follows�

For each example the initialization 
les are given here	 They contain the parameter of the
unsuperwised teached classifers	 The 
les acker��knn�ini and acker��knn�ini are used
for classi
cation the aerial images I and II �e	g	 ��� ���� the 
le flevo�knn�ini was used
for classi
cation a multichannel image �e	g	 ���	
If one compares the original image data with the classi
cation result� it can be 
xed�placed
that most assignments took place correctly	 That means� that di�enrent agricultural aeras
interpreted also di�erent	 This statement is given without statistical investigations of the
results	 Classi
cation problems occurred with wooded aereas� because of the texture of
such aereas	 This is to be seen clearly in the example ��� where the classi
action result is
partly wrong or unpossible	 The problem of other uncorrecly assignments could solved by
further training the classi
er	
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acker��knn�ini

� ���������������������������������������������������������������������

�dim feat vec � �dimension of feature vector�

�num of classes � �number of classes�

�return value �			 �value for a distance�

�class boundaries �g�k�
S�k�� �characterizing features for class k�
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acker��knn�ini

� ���������������������������������������������������������������������

�dim feat vec � �dimension of feature vector�

�num of classes � �number of classes�

�return value �			�value for a distance�

�class boundaries �g�k�
S�k�� �characterizing features for class k�
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flevo�knn�ini

� ���������������������������������������������������������������������

�dim feat vec � �dimension of feature vector�

�num of classes � �number of classes�

�return value �		�value for a distance�

�class boundaries �g�k�
S�k�� �characterizing features for class k�
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Chapter �

Results

�a� Original �b� Features �c� Exoskeleton

�d� Blob�classes �e� Blob�classes with non�
classi�ed boundary blobs

�f� Blob�classes with classi�
�ed boundary blobs

Figure �	�� Segmentation and classi
cation of an aerial image I
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�a� Original �b� Features �c� Exoskeleton

�d� Blob�classes �e� Blob�classes with non�
classi�ed boundary blobs

�f� Blob�classes with classi�
�ed boundary blobs

Figure �	�� Segmentation and classi
cation of an aerial image II
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�a� Original� �rst channel �normal�
ized�

�b� Original� second channel �normal�
ized�

�c� Original� third channel �normal�
ized�

�d� Features

�e� Exoskeleton �f� Blob�classes

Figure �	�� Segmentation and classi
cation of a multichannel image �courtesy from 			�
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