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SAMENVATTING
Een toekomst voor fotogrammetrisch onderzoek

De toepassing van computers voor de verwerking van beeldgegevens vereist een nieuwe definitie van de
fotogrammetrische taken. De geometrische modellering bij aero-triangulatie en de fysische modellering in
remote sensing moet worden ingebed in een semantische modellering van objecten die worden verkregen
uit foto- en satellietbeelden. Dit artikel houdt een pleidooi voor een nieuwe theoretische basis en stipt enke-
le zaken aan bij de beeldinterpretatie die de kern vormt voor een wetenschappelijke evolutie in de foto-

grammetrie.

SUMMARY

The computer’s access to the image data requires a new definition
of photogrammetric tasks. The geometric modelling in aerial tri-
angulation and the physical modelling in remote sensing has to be
embedded in a semantic modelling of the objects to be extracted
from aerial and satellite images. This article wants to stress the
urgent need for the development of a new theoretical basis and
sketch some research issues in image interpretation being the key
Issue for a scientific evolution of photogrammeitry.

Motivation

Photogrammetry is perceived as mensuration from
photos. This holds both, for the internal perception, from
surveying and geodesy, and for the external perception,
from the various neighbouring disciplines. Photogram-
metry and remote sensing cover two aspects of the same
technology, photogrammetry being responsible for the
geometric, remote sensing for the thematic part of infor-
mation extraction. The inability to separate the used
technigues in detail leads to a joint framework in research
and in practice for using images of any kind for mensu-
ration and mapping. Therefore the future perception of
photogrammetry will replace the photo by a photon
sensor, covering the classical analog photo, the scanned
image, the video image but also other imaging sensors
such as radar or laser range finders. The mensuration,
yeausy - gramein, in photogrammetry is referring to, will
be replaced by information extraction, covering the clas-
sical geometric information extraction ‘in the form of
object location and object reconstruction, but also object
detection and the task of image interpretation. This gen-
eralization of the inherent tasks of photogrammetry and
remote sensing is caused by the necessary technical
tools, especially from computer science, pattern recog-
nition or artificial intelligence, making photogrammetry
and remote sensing a part of image understanding.

Now photogrammetry and remote sensing are mainly
application driven disciplines. Mapping still is the central

') Further processes are the selection of the parts of the inter-
pretation in a GIS, the generalization in order to be able to
adeqguately visualize the interpretation and the planning based on
the interpretation leading to an action changing the object, the
sensor (active vision, conform e.g. [3]) or other parts of the envi-
ronment. These processes also need to be modeled and descri-
bed, thus completing the loop in fig. 1. We will not discuss these
aspects here.
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task. In spite of the digital techniques pushed by the

availability of CCD-cameras, which make close range

photogrammetry a booming area, this is valid due to the
increasingly available image data, especially from
satellites.

The information sources to be dealt with, when making

maps, are manyfold: images, existing maps, data con-

tained in Geographic Information Systems (GISs), object
models etc. Taking the fascinating revolution in computer
technology into account, the critical question therefore
arises: ‘If we had infinite computer resources at no costs,
would we know how to make maps at no costs’'? Cer-
tainly: ‘No’. The reason is the lack of a mapping theory

[79]. There are quite some indicators for this unfavour-

able situation:

— multi-spectral classification, being the only working
automatic interpretation technique, still shows a too
low accuracy;

— none of the commercially available Digital Photo-
grammetric Systems (DPS’s) contains tools for semi-
automatic or even automatic cartographic feature
extraction;

— there is no commonly accepted definition of ‘a map’,
‘the task of a DPS', or ‘the functionality of a GIS’.
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Fig. 1. The role of photogrammetry and remote sensing within

surveying and mapping.

This article wants to give a framework for describing the
questions to be answered when approaching the central
tasks of photogrammetry and remote sensing. These may
lead to a research program guiding the future photo-
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grammetric research. This framework needs to be em-
bedded into the activities of the surveying and mapping
community. They can be described as an evolving cycle
(fig. 1), where the object, namely our environment, in-
cluding its topography, is observed, documented in maps
used for planning, and changed to serve the ecological
balance, or other needs. Photogrammetry and remote
sensing here appear to be the technology for the auto-
matic analysis ') of image data leading to an interpre-
tation, thus uncovering the information about the objects
for the use in (digital) maps.

Image interpretation

Image interpretation up to now still is mainly performed by
human specialists. It is not well understood, though per-
formed with great success. In order to be able (at least
partially) to transfer this human capability to a machine a
detailed modelling is required.

Machines only can handle symbols using some kind
of specified formalism. Semiotics is the theory about
handling symbols (fig. 2). It deals with the relations of
symbols to other symbols (syntax), to objects (semantics)
and to the use of symbols (pragmatics).

other symbols

semantics

real world object

symbol

pragmatics

v

user

Fig. 2. Semiotics according to Bochenski [6]. Formalisms map se-
mantics to syntax, requiring semantic integrity, i.e. proper
meaning of all symbols and rules.

In our context the pragmatics reflects the different re-
quirements of the users of photogrammetry and remote
sensing and the different types of models to be used
. when analyzing image data. The same symbol, e.g. a
bright spot, may have different context dependent inter-
pretations: it may be treated as an outlier, as a building
or as a factory depending on the model used for image
analysis. The need to specify the purpose or goal of an
interpretation task explains the urgent need for meta-
data, i.e. explicit description of the data. The necessity to
describe context or relevance to a specific application is
equivalent to specifying the pragmatics of an interpre-
tation scheme.
Given a certain context specifying the semantics is identi-
cal with modelling the objects and their appearance 2).
This includes the description of all necessary relations
between different objects, between objects and their
parts and their change over time. This modelling has
been realized to be the bottle neck for developing
automatic interpretation systems. Existing interpretation
systems contain more or less explicit object and image

?) This goes beyond the modelling in Geo-information systems
where the appearance of objects is not required.
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models, they, however, appear shallow compared to the

models used by human analysts.

The mutual relations between the used symboals, i.e. the

syntax, for describing objects, relations or images may be

poured into grammatical or other rules. Such grammars
may describe formalisms or (artificial) languages which
we know from mathematics (theories) or programming

(algorithms). The notion semantics is used in two closely

related forms (fig. 3):

— the semantics of a symbol, a symbolic structure, a
concept or a notion is their relation to a real object or
structure. One also could say: the interpretation of a
symbolic structure defines its semantics. This is
semantics as part of semiotics [6];

— relations between concepts or notions, only existing in
the model, are termed semantic relations as they
restrict the semantic relation of the concepis or
notions, which themselves are symbolic structures, to
real objects or structures. This is semantics within
knowledge representation [75].

We will use both aspects of semantics throughout this

paper.

Within the semiotic framework using formalisms, realized
as computer programs, needs a mapping of the seman-
tics of the symbols to their syntax. This mapping requires
a careful design such that all rules within the syntactic
framework map to rules which hold in reality, in order to
avoid inconsistencies and to keep semantic integrity.
The formal description of the used rules itself uses a
language, i.e. a formalism with different symbols and its
own rules. For example, in data bases this is the data
description language. Therefore we at least have to dis-
tinguish three levels: the level of the real objects, which
are no symbols, the level of the symbols (words) standing
for the objects and their relations (object language)
and the level of the formalism in which we describe the
structure of the object language (meta-language).
Symbols, notions or words of the meta-language are not
to be confused with symbols, notions or words of the
object-language in order to avoid contradictions, conflicts
or paradoxes. As the meta-language again has to be
described we arrive at a multi-level description of the
models we are using. The possibility to formalize knowl-
edge obviously decreases with increasing level of ab-
straction finally leaving us with the natural language,

interpretation,

concep” = — concepl‘z model
interpretation,
semantics
of concept
L 2 1
object s 4—_,% object 2 world

e e

Fig. 3. Relations between concepts (notions) in a model and real
world objects: relations between concepts are semantic
relations, interpretations of concepts, i.e. their relations to
real objects define the semantics of a concept.

Warning : In object oriented programming, but not only the-
re, often concepts are treated as objects. Then objects in the
mode! and objects in the real world have to be distinguished.
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which allows to construct new powerful models at every
level, at the expense of weak possibilities of formali-
zation.

The following generic model for the interpretation process

wants to clarify the role of the different components of an
image interpretation scheme. The image analysis part will
be discussed in details below.

Generic model for image interpretation

The components of image interpretation are shown in

fig. 4. There are three levels of description:

— real world, which is to be described. This level is
sub-symbolic, in the sense that it is independent on
whether we describe it by some means or not. Of
course what is shown in fig. 2 is already a symbolic
description on a meta-level as it describes the struc-
ture of the used models;

— symbolic description of the real world. Such descrip-
tions are fixed numbers, symbols, relations, etc. which
within a certain context defined by the models have an
exact interpretation i.e. relation to certain objects in
the real world.

— models of the real world. The symbolic descriptions
are instances of models of the real world. The models
thus can be seen to give the generic structure of the
symbolic descriptions.

The observation process which is part of the loop of
surveying and mapping activities discussed above now
consists of the following three steps:

1. data taken with suitable sensors are collected in
images. The design of sensors usually is based on
some kind of model, especially with some application
in mind. On the other hand — especially in remote
sensing — often an analyst may be confronted with
sensors or sensor data not specifically designed for
his/her application, moreover where the description of
the sensor may not sufficiently well be described. In
this case the models of the sensor designer and the
models of the analyst may not be coherent causing

3) The notion ,,interpretation’” is ambiguous: meaning both, the
process of labelling as well as the result of this process. We use
the ,,analysis’ to name the process, though it suggests a too
narrow and one sided process seemingly omitting the larger
context. We use ,,interpretation™ for denoting the result of the
analysis process, however, sometimes refer to both, the proce-
dures as well as the whole analysis as ,,interpretation process’’.
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Fig. 4.
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large efforts to find out the value of the sensor data for

the specific task in concern.

The images in all cases are analogue representations

(in contrast to symbolic representations, see below),

as the geometric relations between the objects are

implicitly contained in the image and no whatsoever
~interpretation, i.e. labelling takes place.

2. the image data are processed to obtain a symbolic
image description. Symbolic here stands for ,,symbo-
lic representation’ [76] in contrast to the analogue
(raster) representation of the sensor data. Any pro-
cedure for image processing or pattern recognition,
often termed segmentation in fig. 4, may be used for
feature extraction. In principle the symbolic descrip-
tion completely replaces the image. The structure and
the complexity of the symbolic description depends on
the image model which has to be derived from the
object model and the sensor model. Therefore the
image model is governed by the up to now not
specified object model and the usually comparably
simple sensor model.

3. the central part of the analysis consists of labelling
the symbolic image description yielding an interpre-
tation of the image 3). The analysis process usually is
hidden, both, when performed by a human or a
machine, unless the process itself is analyzed. This
analysis yields a description of the image analysis
process whose structure is defined by the analysis
model. This model, in addition to the object model,
and the sensor model depends on the application
defined by the user and the regularities which the
developer or analyst assumes the system to follow.

Modelling the observation process thus consists of

setting up the five models of fig. 4 and their mutual

relations, namely the:

— object model;

— sensor model;

— image model;

— analysis model;

— interpretation model.

Object models

Object models contain geometrical, physical, biological,
structural, semantical and possibly other elements. Rela-
tions between objects may be modeled by specialisation
(is-a) or containment (is-part-of) hierarchies. Other rela-
tionships refer to time, or to causality between objects.
Object models must be object centred in order to be
invariant to the observation process used to infer the
presence, form, class etc. of objects. This can only be
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achieved in context with the used sensors which define
the possible transformations when being observed. Thus
invariants have to be identified, e.g. with respect to form,
to topology, or other relations. Objects usually are as-
sumed to be bounded by surfaces which are smooth
nearly everywhere and which are linked by boundary
lines which also are assumed to be smooth almost every-
where [23]. Many objects, as roads, fields, rivers, houses
fall into that category. At special scales trees, river deltas
or towns however are not bounded by smooth curves or
surfaces, but show a fractal behaviour which then has to
be transferred to the image model and taken into account
when analyzing the images.

The above mentioned hierarchies play an essential role,
as they are designed such that they are generic, i.e. in-
variant to viewpoint, sensor type etc. Different sensor
types, especially having different spectral bands, observe
different aspects of the same object. This on one hand
does not necessarily influence the specialization hierar-
chy, but more likely the containment hierarchy. On the
other hand'in nearly all practical cases a physical, i.e.
theoretical link between the responses of the different
sensors can not be established, forcing the conceptual
modelling to be phenomenological. Most problems oc-
curring when fusing information of different sources
therefore result from a lack of common invariants of the
same object, mainly caused by the different classification
schemes, i.e. specialization hierarchies within the dif-
ferent fields of application (see also the discussion in
section about ,,meta-information and fusing objects mo-
dels”, p. 380).

It is an open problem which representation is best suit-
able. This is because on one hand the semantic relations
must be describable, the image descriptions must be
derivable using the sensor model, but also the recon-
struction of the form and the derivation of the relations
must be realizable within the chosen representation.
Multiple representation schemes seem to be unavoidable
(e.g. raster and vector representations) but make a theo-
retical analysis at least cumbersome. Of course different
object models may require different representations. The
problem of linking different and possibly scarcely over-
lapping object models is the central problem also when
linking heterogeneous data bases.

The object maodel also has to include the background, i.e.
those parts of the scene which are not of primary interest
(e.g. trees, when extracting highways). Object models for
image analysis therefore have a much higher granularity
than object models in GISs usually have [5] and also the
footnote 2).

Sensor models

Sensor models in our context solely contain geometric
physical components 4). Modelling the sensing process
only requires a sufficiently dense geometrical/physical
object description including all details namely form
and reflectance properties, illumination sources, sensor
models etc. Though the descriptions will be symbolic —
because of the symbolic nature of the physical laws — the
process itself is sub-symbolic.

—_—

‘) In environmental monitoring of course chemical and biological
sensors play a distinctive role.
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Many problems in image analysis are caused by the dis-
cretization process. This in a first place refers to the
raster structure of smooth boundaries which however in
case of a suitable anti-aliasing may not influence the
geometric recovery too much.

The main problem is the object-independent aggregation
of the spectral information within one pixel (mixed-pixels).
The pixel size usually is given. For satellite images its
range is between a few meters (KWA 1000) and about
2 km (NOAA). The often spatially varying integration
(blurring) effect of the point spread function needs to be
known and explicitly modeled when performing feature
extraction, as the measured intensities are the original
observations for the whole interpretation process. Be-
cause of the aggregation being object-independent fea-
ture extraction without explicit reference to the geometric
and physical components of the object model seems to
be sub-optimal from the beginning. An approach trying to
link sensor and object model for feature extraction is
discussed in [23 and 54].

Image models

The image model forms the link between object model
and interpretation model. It can be seen to be an appea-
rance model [23, 50, 70 and 72]. The image model has to
be derived from the object and the sensor model.

The above mentioned invariants (geometric, radiometric,
texture parameters, topological) play a central role within
the image model. As many objects are bounded by
smooth surfaces or lines, the most commonly used image
model consists of a segmentation of the image into non-
overlapping partitions (see the collection in [77]). They
show regular boundaries which themselves have to be
modeled. The weakness of this image model reveals
when the smoothness of the object surface and of the
illumination interfere at abrupt albedo changes, causing
the appearance of object edges, i.e. image edges to be
broken, making a higher-level inference necessary for an
appropriate interpretation in these cases.

The image model on one hand guides the feature extrac-
tion process thus should be of enough granularity, espe-
cially concerning the radiometric structures (shadows,
shading, texture, specularities etc.). The hierarchical
object structures usually are inherited by the image
structures allowing to envoke grouping processes. On the
other hand the image model requires a mapping onto a
perceptual database [50], allowing an efficient access to
image features of the usually numerous images.

Analysis models

The analysis model relies on the image model and stra-
tegic knowledge in order to arrive at an interpretation.
Central point is the labelling of the image features which
heavily depends on the semantic part of the object model,
especially on the spatial relationships, the different
materials and their appearance and of course the specia-
lization and containment hierarchies set up in the object
model.

The analysis may also require the use of sub-symbolic
methods for describing shape from stereo [18, 37, 93],
from shading [39] and from texture [8, 12, 45, 52, 55, 57,
64, and 88]. These methods often only work under special
conditions (existence of texture, homogeneous reflec-
tance) which even may contradict, requiring a link with
symbolic methods for detecting structures of irregularity,
thus interacting with the process of feature extraction.
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Fig. 5. The different parts of the object related models in image
analysis and GlS-analysis : the image analysis related object
model and the user’s object model are linked by the Image
Analysis-GiS-interface, it belongs both to the interpretation
model and to the GlS-internal object model. The interpre-
tation model as well as the GIS-internal object model both
contain parts which are not relevant to the other model.

The analysis itself depends on user requirements which
either are already (implicitly) contained in the object
model, have to be provided during the analysis or result
from the interpretation model, e.g. in form of a GIS-query.
in these cases only a small part of the object model, e.g.
the upper levels of a specialization hierarchy, may be
available, i.e. formalized. This may prevent or at least
hinder a smooth link with other information sources being
available. :

We will come back to this model.

Interpretation models

Interpretation models 3) describe the result of the analysis
step. It in principle contains all aspects of the object
derivable from the images, and possibly other information
sources, as far as the object model allows. Thus not only
the user relevant parts of the scene are contained in the
interpretation model but also all other parts which are
necessary to complete the analysis, as e.g. parts of
objects or background which the user is not interested in.
This would imply all aspects of the object to be observ-
able in principle, thus the interpretation model and the
object model to coincide.

But much more likely the interpretation model will only
cover parts of the object model namely those which a
careful analysis of the design has found to be observable
and excluding those parts of the object model which are
only needed within the analysis procedures, e.g. all kinds
of preprocessing steps. This model then can be seen to
form the interface between image analysis and GIS-
application (fig. 5).

This interpretation model moreover has to be distin-
- guished from the (object) modei used in a GIS, the whole
analysis process is designed for. This GIS-internal object
model on one hand will not contain irrelevant detail visible

%) Recall that we use the notion interpretation to describe the result
of the analysis, thus meaning a state rather than a process.

%) Analyzing and interpreting existing maps actually follows the
same steps and requires the same type of models.
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in the scene, which might be necessary for the analysis
itself, and on the other hand will contain aspects of the
scene which may not be relevant to the image analysis
but only to the GIS-user. The different parts of the object
related model are shown in fig. 5.

The description of the interpretation process up to now
did not explicitly include prior knowledge not being of the
form of an object model. Specifically existing maps or
other knowledge sources are not mentioned. However
maps or even non geometry related information may also
be seen to be objects which have to be observed, from
which features or signatures have to be derived which
require a symbolic description and have to be analyzed 8).
All these information sources may be contained in a GIS.
Therefore not only play photogrammetry and remote
sensing the role of a special data source for GISs but also
vice versa: GISs play the role of a general modelling tool
for analyzing image data providing the interpretation tools
for image analysis. This requires a smooth interaction
between the different models discussed above and a
much more detailed analysis of the task of a GIS.

Fusing information during image analysis

Zooming into the analysis model reveals several infor-
mation and knowledge sources to take crucial parts in the
analysis process (fig.6). Those are at least images, image
models, non-image data, strategic knowledge and the
human analyst.
Formally the fusion process to be discussed may be inter-
preted as inverting the observation equations: o, = 7
(unknown parameters p; image models; non-image data),
i = ... toyield p = 777 (o; image models; non-image
data; strategic knowledge; human analyst), where the
parameters include geometric, physical parameters,
classes, relations etc. Whereas the relations between the
different models have been discussed before this para-
graph deals with the inherent complexity and therefore
difficulty of the analysis process. It is caused by:

— the incomplete knowledge about the observation func-
tion 7, e.g. when modelling the reflectance function;

— the incompatibility of the object models resulting in the
incompatibility of the image models, e.g. when linking
optical and radar images;

— the heterogeneity of the non-image data, specifically
of maps, e.g. resulting from different purposes, dif-
ferent age or different scale;

— the hitherto unstructured strategic knowledge, e.g.
when trying to reduce the inherent high computational
complexity of matching algorithms and the nearly un-
formalizable capabilities of the human analyst.

human

analyst
image strateglc
models knowledge

non-image data

images (maps, ...)

interpretation

Fig. 6. Some of the information sources to be fused when analyzing
image data.
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The partial success of image interpretation systems
results from the severe simplifications of the used models
on one hand and from the excellent engineering capabili-
ties of system designers on the other hand.

The different approaches for fusing these information

sources may be classified depending on:

— whether the data is represented in raster or vector
form, or equivalently, whether the data structure al-
ready reflects the structure of the object or not;

— whether the semantics of the fused information is used
explicitly or only implicitly.

We thus may distinguish signal based, property based,

feature based and object based information fusion (fig. 7).

information content

of object model

geometry

bioclogy
physics semantics
_‘mnﬂ property
raster Saead based
representation
of image data
feature object
Ve Ctor based based

Fig. 7. The different types of fusing information.

Signal based fusion is characterized by the raster struc-
ture of the used data. Any type of image processing
technigue may be used here to obtain raster oriented
attributes. No explicit reference to the semantics is as-
sumed to be necessary.

Property based fusion uses the original or derived raster
data together with their meaning derived by some sta-
tistical classification procedures. Thus local properties of
the objects and possibly the relations between these
properties are used.

Feature based fusion is characterized by the structural
description of the image, e.g. lists, graphs or relational
descriptions, including the attributes linked to the fea-
tures or relations. No direct reference to the meaning of
the features is assumed at this level, though the feature
extraction in general will be guided by the scope of the
interpretation.

Object based fusion relies on the semantics of real world
objects or their models, either in the object model or in the
interpretation model. Thus it is related to the relationships
between the objects or between non-local properties of
the objects to be extracted:

We do not want to discuss the technigues or the systems
as such, which operate on these types of information. We
will, however, concentrate on the ability of the differently
structured approaches to fuse information dependent on
their various types.

Signal based information fusion

Fusing information on the signal level is motivated by
the possibility to formally invert the above mentioned
observation process using some kind of least squares
techniques in case geometric/physical properties are to
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be derived from the sensor data. This is the reason for the
break through in digital photogrammetry with the object
centred surface reconstruction schemes by [37 and 18];
also see [36 and 93]. The shape-from-techniques, being
a special case of these approaches, therefore belong to
this class as long as they lead to an iconic description of
the object, e.g. a raster DTM.

As the information about the object used in these ap-
proaches is purely geometrical or physical, the resultant
surface form and reflectance parameters may be the
basis for a more deeper, property based information
extraction in case the geometric and physical information
can be related to the objects to be recovered.

Property based information fusion

Fusing information for image interpretation based on

properties of the objects visible in the images is the most

common and intuitive technique [19]. It is motivated by:

— ease of maximum likelihood classification applied to
the channels of multi-spectral images which due to the
design of the sensors (approximately) refer to the
same object position;

— dominance of the spectral features for identifying ob-
ject classes in case of low resolution images (= 30 m
pixel size) where geometric features play a secondary
role.

The reason for the still great success of pixel based
classification schemes are the increasingly advanced
technigues to reduce the signal i.e. data values to para-
meters describing the object related, i.e. invariant reflec-
tance properties. Reductions include sensor calibration,
atmospheric corrections, influence of terrain aspect and
illumination direction etc. Rastered maps may be used as
additional channel [49]. An increase of the classification
accuracy (probability of correct classification) is expected
from taking the local context into account. This on one
hand may be achieved by using parameters derived from
a certain neighbourhood, reflecting texture parameters
such as variance, average orientation, gradient magni-
tude or local power spectra. In contrast to the use of the
(reduced) intensity values themselves no strong physical
models are available which motivate the selection of
proper texture parameters.

The result of the pixelwise classification usually shows
unfavourable irregularities especially at the borders of
otherwise homogeneous areas [40, 58 and 82]. In order
to achieve cleaner results often a post processing is
applied e.g. by replacing the class of a pixel by the
majority in a 3 by 3 neighbourhood, which of course is an
ad hoc procedure [42 and 59].

A more rigorous model based technique are hidden
Markov random fields (HMRF) [10, 27 and 69]. The re-
lation of neighbouring class labels is modeled using their
conditional probabilities. Also line processes may be in-
cluded to obtain smooth region boundaries. The tech-
nigues have been extended to allow the integration of
multiple sensor data, of data from different times or even
of map data.

An example is the approach given in [60]. There an
integration multi-temporal images on the pixel level, by
actually using surface elements, are derived from rectifi-
cation. The model explicitly applies the temporal relations
using probabilities of crop rotation, i.e. about the temporal
relation of the local object properties between the fields
the surface elements belong to. Therefore explicit refer-
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ence to the semantics of the classified elements is made
via the appearance model of the fields. The increase in
classification accuracy was significant.

In all cases a registration with respect to a common
geometric frame is necessary. This requires some type of
resampling both for image and for map data. Common
practice is to use nearest neighbour resampling in order
to leave the measured data unchanged.

A closer analysis reveals this approach to be inapprop-
riate, moreover it uncovers the deficiencies of the pixel
based classification techniques:

— the underlying model is image, not object based thus
not natural. Modelling line processes in the HMRF
approach relates to the crack edges which are only
crude approximations of the edges of the objects;

— it is by no way clear how to model the resampled in-
tensities derived from sensors having different reso-
lutions, as the original intensities approximately are
integrations of the object centred reflectance function
with the point spread function of the sensor. Finally
there is no way to solve the ,,mixed pixels” problem
without explicit reference to some true or estimated
object boundaries;

— pixel based classification schemes do not allow to in-
troduce a larger context. Though the HMRF approach
theoretically is able to model dependencies of classes
over a larger range the modelling is done implicitly.
E.g. the straightness of boundaries can not be ex-
pressed. Even larger contexts such as hierarchical
(containment) or topological (road) structures cannot
be handled at ail. With increasing resolution (= 10m
pixel size) the amount of information contained in geo-
metric structures increases which cannot be captured
by a pure pixel based approach;

— the fusion of images taken at different times has to
track the spectral responses of each pixel over time.
This introduces an additional instability in the classifi-
cation as the causing (e.g. growth) processes usually
are correlated between neighbouring pixels. Though
this also may be modeled using Markov random fields
the computational effort is high in case a certain rigour
in the modelling is aimed at.

These critics of course only hold for automatic interpre-
tation schemes. The methods may very well be used for
getting approximate classification results, or for support-
ing manual interpretation, e.g. [2, 35 and 90] or in case
the pixel resolution compared to the size of the objects is
sufficient and the objects are highly homogeneous.

The discussion, however, wanted to show the pixel based
methods to have severe disadvantages in case infor-
mation of different sensors or maps has to be merged.
One way to avoid these deficiencies is to base the inter-
pretation on larger, aggregated units.

Feature based information fusion

Symbolic descriptions of the image may have any level of

abstraction and then may always be made equivalent to

- the aggregation level of the object model, provided a high

enough resolution of the images is available. We may dis-

tinguish at least three levels of abstraction:

— lowest representation level is characterized by lists of
basic elements, namely attributed points, edges and/
or regions;

— medium representation level in addition contains attri-
buted relations between the basic elements:
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— highest representation level consists of further ag-
gregated basic elements which may result from a
grouping process.

In all cases we do not assume the semantic aspect to play

the central role, i.e. no interpretation has taken place.

However the selection of the criteria for extracting fea-

tures, their relations and possibly their grouping may very

well be guided or at least motivated by the image model,
which itself contains information about both the structure
and the meaning of the different components of an
image. Thus feature extraction may be performed bottom-

up on the complete data set or top-down depending on a

request of the analysis system or the image analyst. The

main task of fusion on the feature level again is the
registration and rectification of the image data.

List of points, lines and regions

The features easiest to extract in remote sensing images
are points, lines or regions and their attributes such as
type of point (T-, Y-, or L-junction, blob) or type of line
(edge, darkilight line, strength, contrast) or type of region
(round, rectangular, polygon shaped) etc. The advantage
already of these low-level features is their invariance to a
great variety of transformations, i.e. observational situa-
tions. Especially their geometric properties and a great
number of their attributes remain invariant to lighting and
sensor conditions, e.g. edges (between fields), lines
(representing roads) or homogeneous regions (caused by
lakes) appear very similar over time and may even be
linked with map data [31]. This enables at least a geo-
metric link between different images and possibly map
data.

In case the data are already geocoded a link with map
data appears to be promising, as the aggregation es-
pecially of lines and regions may be guided by map infor-
mation. In case no or poor map data are available, geo-
coded features of different image sources may be used
for grouping, thus supporting each other to arrive at a
higher level structured description, which is richer than
the ones derived from the individual images. The draw-
back of these features is obvious: Stable features only
cover a small percentage of the scenes to be analyzed.
Most features to be extracted are unstable in existence,
geometry, and attribute. Except for very clear lines (re-
presenting line type objects or boundaries of regions)
a fusion of different information sources is extremely
difficult in case no relations between these features are
used to increase mutual consistency with the image
model.

An example for the fusion of image data using these low
level features is the registration based on straight line
segments for lining image and map data [80] for orien-
tation.

Relational descriptions

Relations between the low level features increase the
strength of the representation. The same relations as in
GIS-modelling could be used [65] in case a complete
representation of the images can be achieved. As this
may not be feasible without knowledge about the object
classes shown in the image, also weaker relations (near
to, possibly connected etc.) may be used.

The fusion of different images may rely on the similarity
of the relational descriptions in order to arrive at a more
complete relational description. There seem to be only
few examples of using relational descriptions without
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reference to the semantics of the descriptions (see
the paragraph on object based information fusion). An
example is given in [89] using relational description for
locating control points, derived from a topographic map.
In case no map data are available any type of seg-
mentation and the corresponding relational description
will have to cope with the problem of observability of
complete segments: many object parts do not show in
image segments due to reason of lighting, common use,
common or similar reflection properties or weak radio-
metric resolution of the sensor. Other problems are
caused by textures where boundaries are even more
unstable/uncertain. In case a generic model about the
region boundaries is available (e.g. land-use units have
polygon-like boundaries) this might be used to improve
segmentation and thus fusion of different information
sources.

Higher level aggregates

The containment hierarchies of most objects to be
extracted from images give rise to several levels of
grouping, lines and regions representing the lowest level.
Often such groupings can be defined without explicit
reference to the semantics of the objects. Examples are
field structures, ribbons of streets, symmetries of buil-
dings, sequences of trees at avenues or in plantations.
The feasibility of such groupings has been shown in [64]
for matching and for building extraction. An example for
extracting the structure of land-use areas is given in [70].
It is essential that such structures can be derived without
explicit object model but of course could be guided by
such models. Obviously the boundary to techniques
which perform the fusion on the object level is not clear
cut, as it is the geometric and topological structure of the
objects which is mapped to the structure of the image
features.

Object based information fusion

The strength of fusing information on the signal and the
feature level results from the rigour of the used geo-
metrical, physical and/or structural models. The fusion is
performed bottom up possibly leading to hypothesis of
high level aggregates. The semantic relations between
the parts of the objects in concern are only used impli-
citly, e.g. when searching for antiparallel edges for road
extraction in case this search is part of the standard
feature extraction procedure.

In case the semantics of the objects, not only of their local
properties, is used explicitly for fusing information we
refer to object based fusion. We may distinguish different
knowledge sources, namely the human analyst, inter-
preted map data and generic models. They obviously are
different with respect to flexibility, adaptability, auto-
mation potential, quality or suitability. All of them may be
used within the analysis process either individually or
integrated.

In addition we therefore have to distinguish two cases:

— there is only a single knowledge source containing the
object model. Then this model normally is used to
guide the image analysis top down;

— there are several knowledge sources containing the
object model or parts of it. Then besides guiding the
image analysis it is necessary to fuse the parts of the
object model into one coherent model.

Both cases are discussed separately.
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Image analysis with a single object model

In case we only use a single object model as the basis for
image analysis we in a first instance can assume the
model defining the context of the analysis in a unique
way. This of course does not imply the resultant inter-
pretation to be unique as e.g. sensor information may not
be sufficient.

Having a human analyst defining the context of the analy-
sis still provides highest flexibility and adaptability when
integrating different information sources. This is due to
the background and common sense knowledge which is
used, especially when coping with long term monitoring
where explicit object models are not available, e.g. in
case political, social or historical knowledge is required,
or this knowledge is just too weak. Humans are also very
flexible in selecting analysis strategies, especially when
coping with incomplete or seemingly contradicting infor-
mation. The coding and use of common sense knowledge
is a classical topic in Al but still waits for results appli-
cable in practice [34 and 53].

The least flexible but useful and available object models
are coded in maps. We assume a map interpretation is
performed, either off-line in advance like in a GIS or
available during image analysis, such that the necessary
attributes and relations are accessible. Whereas the leg-
end of a map contains information about object classes,
the map itself describes an instance of a complex object.
It does not contain generic information about topographic
features, say.

This special model, however, may already.be very useful,
as sensor and map data are in some way complementary:
maps describe mainly geometric aspects of the objects,
including topological relations. They only give access to
the highest level of the specialization hierarchy and con-
tain names, i.e. user readable keys which may provide
links to other information sources. On the other hand
sensor data provide up to date information about object
parts and — in case of multi-temporal data — time series
of object attributes which may directly be linked to the
objects in the map [43 and 44]. Thus using maps as the
only knowledge source containing an object model may
very well be useful for monitoring in case the attributes of
well defined object (instances) have to be observed over
time.

The inflexibility of maps reveals when changes of the
objects occur, be it geometrical, physical, or semantic
changes, or when the context the map was made for is no
longer valid. Then a new map is required, at least par-
tially. Thus the problem of map update cannot be solved
without reference to an object model containing semantic
relations between classes and their change over time,
which either requires a human analyst or generic models.

The term generic model here is used for object models
which are formalized statements about object classes
and possibly instances. Generic models thus describe the
objects, their possible attributes and their mutual rela-
tions (see the paragraph on object models).

Typical representations of generic models are the entity-
relation-model [83] in the area of data bases, semantic
networks [68] and frames [61] in the area of Al, grammars
in formal languages [25] or object oriented technigues
[15]. Rules may be used to represent actions, changes
or other operations on the above mentioned represen-
tations.
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An example where a generic model in the form aggre-
gated features are used as a basis for an interpretation is
given in [26], describing buildings with flat roofs by homo-
geneous areas with boundaries consisting of polygons
with rectangles only. Then local groups of edges, their
mutual relations (rectangular) and their relation to the
interior of a region is used to generate building hypo-
thesis. The model is local, in the sense that the relations
to neighbouring segments are not incorporated. The final
decision on the classification is left to the human analyst.
We do not want to evaluate these techniques with respect
to object modelling in image analysis. Actually all re-
presentations are used frequently [9, 11, 16, 32, 38, 50,
67, 70, 85, 86 and 87]. Moreover they may serve as a
sufficiently good description of the object model in not too
complex circumstances.

We only want to comment on two problems which one are

faced when applying generic models to image analysis:

1. there is no commonly accepted methodology to for-

malize knowledge, here to establish object, image,
analysis or interpretation models. The problem of
knowledge acquisition is as old as Al. There is no clear
way to avoid the impression of ad-hoc-ery (which may
be not so different also in hard sciences). The ap-
propriateness and the predictive power of the model,
being a kind of theory, still is the only way to evaluate
the quality of a chosen model. The advantage of rule-
based descriptions, also useful for representing se-
mantic networks of frames, is their flexibility and their
expressive power, especially in case non-specialists
have to use image analysis systems [7].
The problem how to represent uncertainty of data,
relations or classes in a coherent way is not solved yet,
especially if hard decisions during the analysis should
be avoided and the quality of image analysis proce-
dures has to be evaluated by comparing the result of
empirical tests with theoretical predictions. This is due
to the lack of an observation theory for fuzzy measures
and belief functions though their mathematics can be
related to the classical probabilistic techniques [1, 47
and 84].

2. the computational complexity of the analysis proce-
dures in principle is prohibitively high, as the task of
labelling image features is NP-complete 7). All tech-
nigues to circumvent this problem therefore are sub-
optimal. Classical examples are decision trees [4],
which require hard decisions, clique formations, which
try to balance the influence of the local and the global
context [85] or techniques based on perceptual group-
ing, which exploit the containment hierarchies within
the object models [14 and 64]. Parallel techniques are
relaxation [41 and 62] which under certain conditions
guarantee to find the global optimum of an inter-
pretation.

Meta-information and fusing object models

The use of a single object model may be sufficient in
some specialized cases. If two or more models of the
- object are used within the same image analysis proce-
dure the generic problem arises how to fuse different
object models. This problem is even more complex than

) A problem is called NP-complete (non-polynomial-complete) if its
algorithmic complexity is larger than polynomial, i.e. the compu-
tation time grows faster than any polynomial, e.g. exponentially.
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using object models in a knowledge based interpretation
system, as the semantic consistency between the dif-
ferent object models has to be provided. In our context
there are several cases of pairing object models (in-
cluding examples):

— analyst’, analyst? (say a geologist and a soil scientist);
— analyst, map [42 and 48];

— analyst, generic model [26 and 32];

— map?, map? (e.g. having different scale and/or age);
— map, generic model [11 and 63];

— generic model’, generic model?.

Having two generic models is the one which is equivalent
to having two data-models in federated data bases and is
the case where the problems of model fusion are best
visible [46, 81 and 88]:

1. semantic equivalence. Two concepts refer to the same
real world object. This is the most simple problem,
E.g. is the point type object in one map the same real
world object as the area type object in the larger scale
map of the same area ? Scale differences usually lead
to different granularity of concepts (see below). Some-
times it may be possible to establish semantic equiva-
lence automatically. Another example is the differently
looking but semantically equivalent result of two analy-
sis processes;

2. semantic heterogeneity. This will be the most frequent
situation. Examples for semantic heterogeneity are
manyfold :

— different context of concepts, e.g. the location of an
object may be described by 2 or by 3 co-ordinates;

— different representation, e.g. an area may be re-
presented in raster or vector format [66 and 92];

— different cardinality of relations, e.g. the relation
visible-from may be definedasa1:norasam:
n relation;

— different granularity, e.g. a containment hierarchy
is only designed for GlS-analysis not for image
analysis purposes, neglecting details being not es-
sential for GIS-applications but essential for auto-
matic image interpretation;

— unit differences, e.g. feet versus meters.

Semantic heterogeneity thus is related to different re-

presentations which, however, refer to similar aspects

of the same object;

3. semantic discrepancy. This is the hardest case as the
same concept/class in different knowledgefinforma-
tion sources refers to different real world objects. A
typical example is the notion ‘road’ used in different
analysis procedures, e.g. in case the minimum and
maximum widths differ. This example also reveals that
such discrepancies may occur within the same envi-
ronment, in case it changes over time, which is the
normal case in program development: The notion
‘road’ today is not the notion ‘road’ tomorrow in case
the algorithm changed.

Semantic consistency only can be achieved if meia-data
are available. Meta-data describe the interpretation of the
data thus are part of the representation (see above). But
meta-data usually are not accessible by the program
which works with the data but (hopefully) contained in the
documentation. A first step to improve semantic consis-
tency is the paradigm of object oriented programming,
where changes of objects only can be performed within
specified ranges.

The necessity to explicitly store the semantics of knowl-
edge, however, was already stressed in the 70th [13 and
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33]. The recent developments in worldwide environ-
mental information systems make meta-data an urgently
necessary tool to exploit the value of these data [74].

The advantages of an explicit representation of the data-

and program structures are obvious [91]:

— simplification of program control;

— ability for abstraction, due to the availability of speciali-
zation hierarchies;

— ability to explain reasoning processes;

— simplification of knowledge acquisition;

— better software maintenance. -

In our context the problem of achieving semantic integrity

may be solved by several means [88]:

— making meta-information explicit already increases
the transparency of image analysis procedures. Meta-
information in a first step consist of data about: time
of measurement, accuracy, source, derivation for-
mula, history, etc. It may be stored as text or explicitly
coded which then allows direct manipulation by an
analysis program;

— data - meta-data synchronization aims at updating
meta-data together with changes in the data- or object
model;

— meta-data comparison may be used to find semantic
equivalences or heterogeneities and possibly resolve
conflicts. This of course requires a formalized repre-
sentation of the meta-data e.g. [28 and 29];

— meta-data generation may help keeping the meta-data
consistent and up to date. This immediately is avail-
able for meta-information such as time of creation or
accuracy of results;

— relevance evaluation may be used to assess the sen-
sitivity of reasoning results with respect to certain
model assumptions and may be performed on the
meta-data. This is equivalent to algebraic (i.e. theo-
retical) derivations of the sensitivity of mensuration
designs, here performed on more complex image
analysis procedures.

This discussion wanted to stress the importance of ex-
plicitly storing the object, image, analysis and interpre-
tation models in a way such that they are accessible by
computer programs [76]. This may be a long term goal,
but it needs to be approached soon in order to increase
the transparency of the image interpretation results and
to make them more useful for other contexts.

A future

No conclusions can be drawn, no future can be pre-
dicted: both would suggest solutions to be available for
solving the difficult problems sketched in this paper. We,
however, can take possibilities and opportunities future
essentially consists of. A possible future of photogram-
metric research may be guided by the following goals:
— image interpretation can be taken to be the central
issue in photogrammetric research. This involves the
extensive use of tools from computer graphics for
forward modelling the imaging process, from image
" understanding for modelling the analysis process and
from the research in man-machine-interfaces, for
modelling the cognitive aspects of computer programs
and human analysts and their interaction;

— semantic models seem to replace the geometric/
physical models dealt with during the last 100 years of
photogrammetric research. They need to explicitly
contain knowledge about user needs and of meta-
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information of all kind. Languages for smoothly inter-
acting with object, analysis and perception models
seem to be a possibility to adequately represent this
knowledge;

— the integration with the neighbouring disciplines ap-
pears to give the right boundary conditions for a fruit-
ful development. All aspects need to be covered:
applications (geography, geology, ecology, . . .), basic
sciences (physics, computer science, cognitive sci-
ence, control, ...) and techniques (pattern recogni-
tion, computer vision, artificial intelligence, ...). It
seems to be high time to realize this integration not
only in scientific conferences or meetings, but in joint
projects, interdisciplinary research teams and — last
but not least — in the corresponding curricula.

Our field of research becomes more and more exciting.

We should grasp the fantastic opportunities in order to

provide tools for solving the huge and urgent problems.
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17e NGL congres

27, 28, 29 oktober 1993

Jaarbeurs Utrecht

Congress Programme

The 17th NGL congress will be held in the ,,Jaar-

beurs" Centre, Utrecht, October 27-29, 1993,

The congress theme is: ,,Geodesy is more than sur-

veying.” Fifteen invited Dutch speakers will present

papers on varying subjects, including:

— promotion and presentation of skills and business;

— data capture with a clean slate;

— lawful surveying: juridicial aspects of surveying
and business.

Exhibition

The NGL Exhibition will give participants a pre-
eminently opportunity to obtain an up-to-date overview
of geodetic products and services. A large number of
firms and institutes, among which a number of newco-
mers in the field, will be present.

The Exhibition will be staged in the special Exhibition
hall of the ‘Jaarbeurs’ Centre.

You are cordially invited to participate in the congress and exhibition.
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