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ABSTRACT

Rectification of single and overlapping multiple scanner frames is carried out using a
newly developed comprehensive parametric model. Tests with both simulated and real
image data have proven, that this model in general is superior to the widely used poly-
nomial model; and that the simultaneous rectification of overlapping frames using least
squares techniques yields a higher accuracy than single frame rectification due to the
inclusion of tie points betv;een the image frames. Used as control, edges or lines, which
are much more likely to be found in images, can replace conventional control points
and can easily be implemented into the least squares approach. An efficient algorithm
for finding corresponding points in image pairs has been developed which can be used
for determining tie points between image frames and thus increase the economy of the

whole rectification procedure.
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1. INTRODUCTION

1.1 General

Imaging, using scanners as sensors, yields the sensed data about the object in the
form of pixels. Knowledge of the relative and/or absolute locations of these pixels in
the object space is necessary for mapping, classification, and change detection or moni-
toring. Of primary interest is scanner imagery of the surface of the earth. The process
of finding the location of pixels on the ground for this type of imagery is called
rectification. If the reference is another image, the process is known as registration.
This research covers rectification and registration of scanner imagery produced by
satellite-borne scanners such as LANDSAT MSS imagery. An important element of
this research concerns correspondence between two images or between an image and a

representation of the terrain (i.e. a map).

If the position of the sensor platform (i.e. satellite) and the attitude of the sensor at
the moment of sampling a given pixel is known, and if thfa interior geometry of the
scanner at the same instant can be reconstructed, then the ground position of a pixel
can be derived with some assumptions regarding the shape of the terrain. The satellite
position can be derived from satellite tracking data. The sensor attitude can be sup-

plied by attitude sensors on-board the satellite. The geometry of the sensor is recon-
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structed using calibration data and the imagery. Unfortunately, the accuracy of the
satellite position and sensor attitude measurements is not sufficient to produce sub-

pixel rectification accuracy.

An alternative method for rectifying satellite scanner imagery is through the use of
control information. Control can be in the form of points or edges with known ground
and image locations. In this method, given a suitable mathematical model, the parame-
ters needed for relating the image positions of pixels to their ground positions are first
computed using control points and applying an appropriate adjustment procedure.
Then the ground positions of pixels are computed using the same model and the
derived parameters. The same method, with slight modifications, can also utilize edges

as control instead of points.

The above method can be further subdivided into two approaches. The first is the
interpolative or the surface fitting approach. This approach uses a mathematical series
(e.g., polynomial, harmonic) to approximate the true mathematical model relating the
image position of pixels to their corresponding ground position. This approach requires

an excessive number of control points for uniform rectification accuracy.

The second approach is commonly called ”parametric”. In this approach, the
mathematical model used is based on the geometry of the imaging process. Because of

this, it is possible to develop highly accurate models. However, usually simplifying
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assumptions are made to make the resulting model tractable, since the geometry of the
satellite scanner image is very weak. In this approach, it is possible to exploit a-priori
knowledge of the satellite position and sensor attitude, effectively combining the two

main methods discussed above.

Both methods mentioned are normally used for rectifying single frames of satellite
scanner imagery. This requires that some assumptions be made regarding the shape of
the terrain covered by one image frame. Improvement in accuracy can be gained if
overlapping frames of imagery are rectified simultaneously in a procedure commonly

known as block adjustment.

1.2 Review of the Literature

The earliest approach to rectification utilized interpolative or surface fitting models
such as polynomials. This model is easy to implement and gives results comparable to
most early forms of the parametric model for satellite imagery (Forrest [13], Trinder

[42], Bahr [1], Dowman [10]).

The parametric model based on the geometry of the scanner imaging process has
many variations depending on the simplifying assumptions made. The simplest 'model,
which is really designed for aircraft scanner data, assumes that the satellite orbit is a

straight line and that the earth is projected onto a mapping plane (Kratky [23],
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Konecny [21], Dowman [10]). The orbit of the satellite has been assumed to be a circle
(Forrest [12], Levine [26], Synder [41]) or an ellipse (Bahr [2], Sawada [39]). The earth
has been assumed to be a sphere (Caron and Simon [8}, Bihr [2], Sawada [39]) or an

ellipsoid of revolution (Puccinelli [36], Forrest [12], Levine [26], Synder [41]).

A

The satellite orbit and position can be defined simulﬁaneously in terms of the satel-
lite position and velocity vectors (Caron and Simon (9], Puccinelli [36]). The position of
a satellite along an assumed orbit can be defined in terms of time varying orbital
parameters (Bahr [2]). Alternatively, the orbital parameters can be assumed constant

which results in an ideal orbit. Small deviations of the actual satellite position from

the ideal are then modeled as arbitrary functions of time, usually a polynomial series

{Levine [26], Mikhail and Paderes [32]).

The sensor, without the scanning action, is nominally pointed along the vertical.
Small deviations of the sensor attitude with respect to the vertical are modeled as poly-
nomial functions of time. Bridging of long strips with control at each end only is feasi-

ble through the effective use of a-priori attitude information (Friedmann [16]).
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1.8 Scope of Investigation

In the early phase of this research, we derived a comprehensive model considering
that the earth is an ellipsoid of revolution and the orbit of the satellite is an ellipse
(Mikhail and Paderes [32]). All three components of the deviation of the satellite posi-
tion from the ideal and the three compo;lents of the deviation of the sensor attitude

from the nominal are incorporated into the model.

Using this model, we developed a system for simulating scanner image data both in
the direct and inverse modes. In the direct mode, given the parameters defining the
orbit, time, satellite position deviation, sensor attitude and internal sensor geometry,
and given the ground coordinate of points of interest, the corresponding image row and
column numbers are derived. In the inverse mode, the ground planimetric coordinates
of points are computed given the corresponding image row and column numbers, the

parameters mentioned above, and the shape of the terrain.

This model has been extensively tested using simulated data and reported on in last
year's Symposium (Mikhail and Paderes [32]). Five different sets of experiments were
performed to study the following factors: (1) the effect of error in parameter estimates
on rectification accuracy; (2) the relative performance between our extensive model,
three special cases with simplifying assumptions, and the polynomial model; (3) the

effect of different control densities on rectification accuracy; (4) the effect of errors in
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derived image position on rectification accuracy; and (5) the effect of errors in meas-

ured ground position of control points on rectification accuracy.

In Chapter 2 of this report, additional tests of this model using two frames of real
data and the corresponding frames of simulated data employing the same characterizing
parameters as the real data are included. Previous conclusions using purely synthetic

data were generally confirmed.

With the comprehensive model fully developed and tested for the rectification of
single images, effort was directed to the implementation of an extensive block adjust-
ment program. [t is based on the same mathematical model and is designed to accom-
modate data from overlapping satellite scanner imageries. Block adjustment reduces
the required amount of control needed to meet a specified level of rectification accu-
racy. Synthetic data was used to verify the algorithm and the results are included in

this report.

From the experience gained by analyzing both synthetic as well as real data, accept-
able rectification results require from 20 to 30 control points. Securing this number of
points is often difficult and costly because well identifiable ”point” features are not
abundant. Furthermore, high image and ground positional accuracy for control points
is difficult to achieve. Therefore, the research effort was next directed toward an alter-

native type control. In Chapter 3 of this report, the novel concept of "edge point” is
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developed and tested and found to be quite promising. The idea is rather simple in
that a control point can be equivalently thought of as a pair of perpendicular edges.
Therefore, one edge, which may be considerably easier to find and locate accurately,
can be used as control. A point on an edge, which we shall term "edge point”, will
have 2x2 covariance matrix which is almost singular. This is because such a point pro-

vides precise information only in the direction normal to the edge.

Having generalized somewhat the approach to control by introducing the edge
points, effort is then directed to the overall problem of correspondence. Chapter 4
reviews the general problem of correspondence and develops an algorithm for locating
corresponding objects in image pairs. The algorithm is based on a robust estimation

procedure for the parameters of an affine transformation. It has been tested on real

image data with simulated distortions, and this early result is given.
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2. IMAGE RECTIFICATION

2.1 Theory

The comprehensive model we derived (Mikhail and Paderes [32]) can be used for

simulating data both in the direct and inverse modes and for rectification. This model

has the following form:

(1)

where:

X, Y, 2

X, Y, 2

XS,YS,ZS

X X=X,
y=EA2M | Y=Y,
Z -7

S

are the coordinates of a given point in the
image space. These coordinates are functions
of image row and column numbers and the
internal sensor geometry;

are the corresponding ground coordinates of
the given point;

are the ground coordinates of the satellite
position when the pixel containing the given point
1s sampled. These coordinates are the sum of the
ideal or predicted satellite position and the
deviation of the actual satellite position from

the predicted one. The ideal position is a
function of orbital parameters and time (t) while
the deviations are functions of time (t) only;

1s time which is a function of pixel row and column
numbers and the internal sensor geometry;

T
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M is an orthogonal rotation matrix which brings the
ground coordinate system into the sensor coordinate
system. This is a function of time, sensor attitude,
deviation of the satellite position from the ideal,
orbital parameters and earth geometry;

A is a proportional constant which varies from pixel
to pixel (i.e. a scale factor).

In this model, small deviations of the satellite position from the ideal (3 com-
ponents) and the small sensor attitude deviations from nominal (3 components) are
modeled as third degree polynomial functions of time. Usually, X\, which is a nuisance
parameter, is eliminated resulting in:

X my; (X=Xg + myy (Y=Y, + my (Z—Zs)

f - .
: 2 my (X=X + mgy (Y=Y + myy (Z-Z

=0

(2)

(=Y my; (X—X + myy (Y=Y + myy (Z-Z
2 Z Mgy (X'—XS) + Mgy (Y—YS) + Mag (Z_ZS)

These two equations, which are now in a form suitable for rectification, are then
linearized with respect to four groups of variables: (1) the row and column numbers of
a given point; (2) the parameters defining time and satellite orbit; (3) the parameters
defining the satellite position deviation from the ideal and the sensor attitude; and (4)
the ground coordinate of the corresponding point. Other variables defining the internal
geometry of the sensor and the geometry of the earth’s shape are held constant. Vari-

ables in the first and fourth groups vary from point to point, while variables in the
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second and third groups are constant throughout a whole frame. The linearized equa-

tion has the following general form:

(3)

AV+B2A2+B3A3+BA:f

where:

is a 2 element vector of residuals for the first group
of variables (i.e. observed row and column numbers for
a given point);

is a 2x2 matrix of partial derivatives with respect to
the first group of variables;

is an 8 element vector of corrections to the
approximations for the second group of variables;

is a 2x8 matrix of partial derivatives with respect
to the second group of variables;

is a 24 element vector of corrections to the
approximations for the third group of variables;

is a 2x24 matrix of partial derivatives with respect
to the third group of variables;

is a 3 element vector of corrections to the approximations
for the fourth group of variables (i.e., ground coordinates);

is a 2x3 matrix of partial derivatives with respect to
the fourth group of variables;

is a 2 element vector of constants resulting from the
linearization.

The first and fourth group of variables in the linearization are known because they

are supplied by ground control points. In rectification, the values of the unknown
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parameters in the second and third group of variables are recovered in an adjustment

procedure using control points and the linearized model shown in equation (3).

Because of weak satellite scanner image geometry, not all the unknown parameters
can be solved for simultaneously. Instead, unknown parameters in the second group of
variables are first recovered under the assumption that all parameters in the third
group are zero. This is reasonable since the model is designed such that the parameters
in the third group are as close to zero as possible. Then, using the same set of control
points and the computed values of the parameters in the second group, estimates of the
parameters in the third group are derived. Once estimates of all unknown parameters
are available, the ground coordinates of any other image point can be solved for with

some assumptions regarding the shape of the terrain.

2.2 Experiments With Real Single Frame Data

Two MSS frames taken by LANDSAT 2 are used in this experiment. The first
frame covers Kansas State which is relatively hilly. It has 153 uniformly distributed
control points. The second frame principally covers the state of Louisiana which is flat.
About 1/3 of this frame on the south-east corner is over the sea. It has 192 well distri-

buted control points, although not as uniformly as in the Kansas frame.
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Ten cases were run for each frame corresponding to two types of model (collinearity
and polynomial) and five control configurations. For each case, withheld control points
were used as check points. Table 1 shows the results. The collirearity model is supe-
rior to the polynomial model when the control points are few especially in hilly terrain
such as the Kansas frame. Also, increasing the number of control points beyond 25 has
only a marginal effect on rectification accuracy. This confirms in general our previous
results using simulated data (Mikhail and Paderes [32]). Two additional cases for each
frame were also run where all the control points were exercised in the adjustment. The
RMS of the residuals on control points for the Kansas frame were 58.8 and 57.8 m for
the collinearity and polynomial models, respectively. The corresponding values for the
Louisiana frame were 61.2 and 60.1 m. These values are the upper bounds of the qual-
ity of the data. They are used in the second experiment to determine the precision of

the image measurements input into the simulation.

2.3 Expertments With Single Frame Synthetic Data

Using our extensive simulation program, the characteristics of the two real image
frames were used to produce simulated images which reproduce as closely as possible
the real images with respect to control configuration and accuracy. Simulation was

done in the inverse mode, where perfect ground coordinates are calculated from the

.
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Table 1 RMS Error on Check Points in Meters Using Real Data

Nuzger Kansas Louisiana
Control . . . . . .
Points Collinearity | Polynomial | Collinearity | Polynomial
10* 68.8 117.1 90.4 96.6
15% 67.9 73.6 72.3 71.7
25 67.6 70.4 69.3 67.3
40 67.9 69.5 66.0 65.4
81/70%* 63.8 65.5 68.4 68.4

* When the number of control points is low, the number of
parameters in the model is reduced to avoid convergence
problems.

%% 81 control points for Kansas frame and 70 for Louisiana
frame.

323
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given image coordinates and derived rectification parameters. Then the calculated
ground position of control points for both frames were perturbed using normal distribu-
tion with 15 m standard deviation in each of the three coordinates. The image posi-
tions were perturbed using a combination of normal and uniform distribution. The uni-
form distribution used for perturbing both frames has a range of -0.5 to +0.5 pixel,
and is used to account for round off errors. The normal distribution used for perturb-
ing the Kansas frame has standard deviations of 0.44 pixel in row and 0.40 pixel in
column direction. These are the values which when used in the simulation program
produced the RMS values given at the end of the preceding section for the full-control
case. The corresponding standard deviations for the Louisiana frame were 0.40 pixel in
row and 0.64 pixel in column direction. Several sets of simulated data with the
described perfurbations but with different "seeds” in the random number generator
were produced and rectified. Table 2 shows the results of rectification using a represen-
tative simulated data set. Comparing Tables 1 and 2, it can be seen that the trends in

Table 1 which resulted from rectification of real data are duplicated in Table 2.

Simulated data using the control configuration of the two real data frames but
without perturbations were produced (i.e. perfect data sets). The rectification results
using this perfect data set are shown in Table 3. From this table, two significant

results can be seen. First, it is possible to recover the correct set of exterior orientation

S
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Table 2 RMS Error on Check Points in Meters Using Simulated

Data
Nu:?er Kansas Louisiana
Control . . . . . .
Points Collinearity | Polynomial | Collinearity | Polynomial
10* 84.0 134 .4 80.9 89.9
15% 76.9 82.0 78.7 79.6
25 75.4 74.8 72.5 73.8
40 64.6 64.6 65.0 64.8
81/70%* 61.9 62.9 60.5 61.0

* When the number of control points is low, the number of
parameters in the model ,is reduced to avoid convergence
problems.

%% 81 control points for Kansas frame and 70 for Louisiana
frame.

Table 3 RMS Error in Check Points in Meters Using Perfect Data

Number ..
of Kansas Louisiana
Control . . . . . .
;E;;?; Collinearity| Polynomial| Collinearity j Polynomial
10% 11.8 102.5 10.9 15.4
15% 0.6 13.2 0.3 11.2
25 0.5 10.8 0.3 9.6
40 0.5 10.4 0.3 9.6
81/70%* 0.5 9.9 0.3 9.8

* When the number of control points is low, the number of

parameters in the model is reduced to avoid convergence
problems.

*% 81 control points for Kansas frame and 70 for Louisiana
frame.
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elements using the collinearity model if the data is perfect. Second, and more impor-
tantly, it shows that the systematic error inherent in the polynomial model is about 10

meters.

2.4 Theory of Block Adjustment

Given overlapping strips of scanner imagery, instead of performing rectification
frame by frame, all frames can be rectified simultaneously in one block adjustment.
The main advantage of this approach is that conventional points and edge points com-
1non to many frames, even those with unknown ground coordinates, can be exploited to
increase rectification accuracy. These points are known as tie points. Another advan-

tage in using this method is that mosaicking of large areas is facilitated.

We implemented a block adjustment procedure for satellite scanner imagery utiliz-
ing the same mathematical model used for simple frame rectification. In block adjust-
ment, each point appearing in any frame results in a pair of equations similar to equa-
tion (3). This is the linearized form of the mathematical model used for single frame

rectification.

Using the method of least squares adjustment (Mikhail [34]), the resulting system of

normal equation is of the form:

bt
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N N||A|l |t
(4) e =]
NT N |[{A] |t

where:

N, N, N are submatrices of the normal equations
coefficient matrix;

A is a vector of corrections to the approximations
for the unknown parameters in all frames (i.e.,
A, and Agy);

A is a vector of corrections to the approximations

for the ground coordinates of all points;

t and t are the resulting constant vectors.

As an example, consider the block of overlapping imagery shown in Figure 1. There
are 5 image strips overlapping by approximately 60%. Every strip has 4 frames of
imagery and every frame has 9 points in it. The frames are numbered consecutively in
the vertical direction along the direction of the strips. The detailed form of the normal

equations coeflicient matrix is shown in Figure 2.

The contribution to the normal equations of the coordinates of ground points (A)
are usually eliminated first, resulting in a set of reduced normal equations, which has

the form:

(5) NA =t
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Figure 1 A Block of 5 Strips With 4 Frames Per Strip.

NOTE: (1) the number in circles are the frame numbers
(2) the dots represent common points and the numbers
below them are the point numbers
(3) strips are in the vertical direction
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Figure 2 Detailed Form of the Normal Equations Coefficient Matrix.
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where:

N = N-NN'NT
t= t-NN4
The reduced normal equations can be formed directly without having to form the total

normal equation. Proper numbering of frames results in a banded structure for the

reduced normal equation coefficient matrix N. For the block shown in Figure 1, the -

detailed structure of the reduced normal coefficient matrix N is shown in Figure 3.
Each off-diagonal sub-block in Figure 3 is due to points common to a given frame pair.
The existence of these subblocks is the reason why block adjustment is more efficient
than single frame rectification. As a matter of fact, block adjustment without tie
points 1s equivalent to multiple single frame rectification. Efficient algorithms exist to

solve for A in equation (5).

2.5 Ezperiments With A Block of Overlapping Synthetic Image Data

A block of a total of 9 frames, composed of 3 adjacent strips and 3 frames per strip
were simulated. The center of the block is approximately at 58.5°N latitude. The
frames have about 80% sidelap between strips and 15% overlap along each strip.
- There are 454 control points at a grid interval of 20 km, and 453 check points also at a

grid interval of 20 km. The check point grid is displaced by 10 km in bc th Easting and

P
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Figure 3 Detailed Form of the Reduced Normal Equations Coefficient Matrix.
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Northing with the result that each control point is surrounded by 4 check points and
vice versa. The ground position of both sets of points were perturbed by 15 m stan-
dard deviation in each of the three coordinate directions using the normal distribution.
The image position of both sets were also perturbed using a combination of uniform
and normal distribution. The uniform distribution has a range of -0.5 to +0.5 pixel.
The normal distribution has a standard deviation of 0.5 pixel in both row and column
direction. Five cases of block adjustment were run with different control configuration.
Table 4 shows the number of control and check points for each frame and for the whole
block for each of the 5 cases. It also shows the number of tie points in the block for all
cases. A tle point is any point common to two or more image frames which has known
image positions but unknown ground position and is included in the block adjustment.
In this experiment, the ground elevation of tie points were constrained to its a-priori
value. This is necessary because it was previously shown that elevations cannot be
recovered with sufficient accuracy using block adjustment techniques for aircraft
scanner data (McGlone and Mikhail [30]) and aircraft scanner imagery has a much

stronger geometry compared to satellite scanner imagery.

Table 5 shows a relative comparison of RMS errors on check points on a frame by
frame basis between block adjustment and single frame rectification for all five cases.

The case where the parameters are perfectly known is included as a reference. It
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Table 4 Number of Control, Tie, and Check Points Used in
Block Adjustment Experiments
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Cases Number of Control Points Nu:?er
Frames 1 2 3 4 5 | Check
Points

1 11 15 27 45 91 90

2 9 13 24 39 91 89

3 9 13 26 41 88 87

4 11 15 25 45 89 86

5 11 15 26 42 89 86

6 10 14 26 41 90 86

7 10 14 25 42 88 88

8 10 15 26 44 89 87

9 11 16 26 42 85 88
Block * 42/ 2241 66/212 | 125/180 § 214/134 | 454/0 453

* Control points/tie points.

Table 5 A Comparison of Check Point RMS Error Between Block
Adjustment (OBA) and Single Frame Rectification (o__).

SF

Cases The Ratio OBA/OSF in Meters Perfect
Frames Parameters
1% 2 3 4 S5k*
1 93/~ 79/92 66/76 67/70 66/66 65
2 77/~ 76/- 68/79 74/80 69/69 62
3 117/~ 100/~ 73/81 80/79 79/79 68
4 87/~ 77/98 65/73 67/66 65/65 63
5 76/~ 74/142 67/73 70/72 68/68 64
6 79/~ 747142 63/69 69/70 63/63 62
7 113/~ 70/85 65/72 65/68 65/65 59
8 92/- 97/~ 64/81 69/76 68/68 60
9 83/- 72/82 65/78 67/69 68/68 62
Ave. 90.8/- 79.9/- 66.2/75.8 | 69.8/72.2 167.9/67.9 62.8

* Single frame rectification did not converge because of few control
points (no model parameter reduction is exercised in this case).

** Block adjustment for case 5 is the same as single frame rectifica-
tion because there are no tie points.
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clearly shows that tie points, which are much more readily available (and less expen-
sive) than control points, have a beneficial effect on rectification accuracy especially
when control points are few. This improvement in accuracy is essentially due to tie
points because block adjustment without tie points is equivalent to single'frame

rectification.
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3. EDGES AS CONTROL

3.1 Edge Points

For a typical image frame, the necessary number of control points with the desired
distribution and accuracy is difficult and sometimes impossible to secure because
features that can serve as control points are few. By comparison, edges and lines occur
more often and in combination with points, the necessary amount of control can more

easily be satisfied if a method is devised that can utilize lines and edges as control.

A straight edge or line can be represented by a single point on that edge, preferably
near the middle, and a direction. We call that point an edge point. Edge points on the
ground, or maps representing the ground, can be identified and transferred into the
corresponding image manually. The position of edge points on the image can then be
measured in a direction perpendicular to the edge with an accuracy comparable to con-
ventional points or even better. The covariance matrix for the position of the edge

point in the {l,p) coordinate system 1s

(6) El =
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where:

| is parallel to the line
p is perpendicular to the line

o is the standard deviation of edge point position
perpendicular to the edge

o, is the standard deviation of edge point position
along the edge

K is equal to 01/0, and is assigned a very large

value

The direction of the edge, §, can also be measured on the image. The covariance

matrix of the edge point in the (r,c) coordinate system is

(7 Erc :Rﬂ Z:lp RJJ
where:

T is the row direction in the image

¢ is the column direction in the image

R, is the rotation matrix with argument ¢

Another method of finding the edge point on the image is through the use of digital
correlation. First a window centered on the edge point on the map is digitized approxi-
mately in the row-column direction of the image. This window is then correlz;ted with
the image, with or without image pre-processing such as edge detection, resulting in
* image position of the edge point. The corresponding position covariance matrix can

then be computed using (Forstner {14]):
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- oo [z (9g/0r)* © (9¢/or) (ag/ac)] B

re.on sym. % (0g/dc)?
where:
o, is the standard deviation of image noise
g is the density of the image inside a window
containing the edge point
r, ¢ are the row and column numbers

dg/0r, dg/dc  are the partial derivatives of g with respect
to r and c.

Before the location of edge points are transferred into the image, their locations are
first defined in the map or ground, hence edge points can be treated as ordinary points
as far as their ground positions are concerned. Once their image postions are defined,

edge points can be easily incorporated into existing rectification programs.

In theory a single edge point is enough to represent a straight edge segment, but in
practice more than one point may be necessary, especially if the segment is not really

straight.

3.2 Experiments With Edge Points as Control

In Single Frame Rectification

In our experiments using edges as control for rectification, we ran ten cases with
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different edge distributions. Figure 4 shows a schematic representation of all ten cases.
In case (1), edge point pairs have the same coordinates and are positioned at a regﬁlar
grid. The angle between the edges in an edge pair is fixed at 90°. Case (2) is the same
as case (1), except that the acute angle between the edges in an edge pair varies ran-
domly within the range 60° to 90°. Case (3) is the same as case (2), except that the
range for this case is from 30° to 90°. Case (4) is the same as the previous cases except
that the direction of edges in this case is totally arbitrary. Cases (5) to (8) are the
same as in cases (1) to (4), respectively, except that the position of one edge point in an
edge pair is randomly perturbed within the range -100 to +100 pixel. Case (9) is the
same as in case (1) except that the position of each edge pair is now randomly distri-
buted over the whole image frame. Case (10) is the most general case. In this case

both the position of the edge points and the direction of edges are totally arbitrary.

1

The amount of contamination applied to all ten cases to simulate random errors was
the same. In the image, the ideal coordinates of edge points were perturbed using a
mixture of uniform and normal distribution along the edge direction and perpendicular
to it. The uniform distribution has a range of -0.5 to +0.5 pixel in both directions
representing the discretization errors. The normal distribution has a standard deviation
of 0.5 pinel perpendicular to the edge and 25 pixels along the edge representing the

identification errors. The ground position of edge points were perturbed using the nor-

~
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Figure 4 Distribution of Edges for Different Cases of Rectification
With Edges as Control.

NOTE: (1)

(2)
(3)
(4)
(5)-(8)

(9)

(10)

Pairs of edge points, having the same coordinates, are
positioned at regular grid. The angle between the edges

is 90°.
Same as
Same as
Same as
Same as

(1), except that the angle is at least 60°.
(1), except that the angle is at least 30°.
(1), except that the angle is arbitrary.
(1)-(4) respectively, except that the

coordinates of edge points randomly deviate from
regular grid up to 100 pixel.

Same as (1), except that the position of a pair of
edge points is totally random.

Both the position of an edge point and the direction

of the

corresponding edge are arbitrary.
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mal distribution with standard deviation of 15 meters in each of the three coordinate

directions. The number of edge pairs for all cases varied from 25 to 145.

Check points were used to measure the accuracy of rectification. There were 144
check points situated on a uniform grid. For comparison purposes, the same check
points were used for all cases. The image position of check points were perturbed in
the same manner as edge points, except that the perturbations were applied in the row
and column direction instead of along the edge and perpendicular to it and that the
standard deviation for the normal component for the row and column direction were
both 0.5 pixel. The ground position of check points were perturbed in exactly the same

manner as those for edge points.

Each case in Figure 4 is replicated ten times using independent perturbations. A
tabulation of the average rectification accuracy and the corresponding standard devia-
tion are shown in Table 6. The average rectification accuracy for all cases are also
shown in Figures 5 to 8. In these figures, the abscissa is the number of edge pairs and
the ordinate is the average rectification accuracy of the ten replicates in meters. Each

curve corresponds to the case number as annotated in the figures.

Figure 5 shows the results from cases (1) to (4). The only difference between these
cases is the angle between the edges in an edge pair. It can be seen from the figure

that decreasing the angle between edge pairs results in a corresponding decrease in
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rectification accuracy. This result is essentially repeated in Figure 6, because the only
difference between these two figures is that the distance between edge points in an edge
pair in all cases shown in Figure 5 is fixed at 0 while that for Figure 6 ranges up to 200
pixels. Comparing cases (1) and (4), or (5) and (8) in Figures 5 and 6 shows , that about
2 times more edge pairs are necessary to achieve the safne accuracy as with conven-

tional control points alone.

The effect of the distance between edge points in an edge pair is shown in Figures 7
and 8. Figure 7 shows cases (1), (5), and (9) where the angle between edges in an edge
pair is fixed as 90°. Figure 8 shows cases (4), (8), and (10) where the angle is totally
arbitrary. Separating the edges in edge pairs is beneficial up to a certain point. Total

random distribution of edges over the whole image frame is inferior to other distribu-

tion when control edges are few.

Figure 9 is a comparison between cases (9) and (10). In case (9), where edge points
in an edge pair have the same image coordinates and the pair of edges intersect at 90°,
an edge pair is equivalent to a single control point. Case (10}, where edges have totally
arbitrary direction and distribution over the whole image frame, is the most extreme of
all the ten cases studied. It can be seen from the figure that in order to achieve
- rectification accuracy when using edges comparable to that achieved when using con-

ventional points, the number of edge pairs should be approximately 3 times the number
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of control points. Thus it is worthwhile to attempt selecting well distributed control

features.

Summarising the results of this approach, it has been shown that edge points can
efficiently replace conventional control points. As they are much more likely to be
found in an image and can be measured with at least the same precision as conven-
tional points, one can expect that the overall rectification accuracy may even be

improved.

For a practical implementation, especially to decrease the requirements on the skill
of the operator, one should provide automatic algorithms for finding corresponding con-
trol features, for both conventional and edge points. This addresses the problem of
scene matching. The next section is devoted to this problem and presents an algorithm,
which is developed first for finding corresponding tie points in overlapping image

frames.

o
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4. ROBUST ESTIMATION FOR CORRESPONDENCE

4.1 A Hierarchical Approach to Correspondence

Scene matching is a basic requisite for different tasks which use the geometric pro-
perties of images, such as terrain classification, the derivation of digital height models
or, map production. It is also the first step in applications where images are used for
determining individual points in three dimensions as in photogrammetric triangulation.
In all these cases either one image is related to another imagg (i.e. registration) or to a

topographic map, (i.e. rectification).

Obviously there is no simple way to accomplish this task in one step. One rather
has to pass several levels in a hierarchical way, where the results of one are the approx-
imations for the next level. This is similar to the way the human visual system is
believed to behave (Marr [28]). If one starts with a satellite image with a relative reso-

4

lution of, say, 107% i.e. 10* pixels per line, one could imagine a 4 step procedure, where

each step increases the precision of rectification by about one order of magnitude:

1. A global image match which defines the position and the orientation to an accu-
racy of 2-10%, i.e. 200-1000 pixels, and 1-5°. This task is usually done by an
operator but may use the very efficient algorithm by Lambird et.al. {25] (see also

Stockmann, et.al. [40]).
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In order to approximately compensate for unknown sensor position and attitude,
and for relief displacements due to undulations of the terrain, one might continue
with the matching of image patches. The number of these patches will depend on
the roughness of the terrain in comparison to the flying height, and range from a
few, say 5 or 10 to a hundred. The size of the image patches will be chosen in a
way that the expected displacement will be less than half the linear patch size,
thus between 4 and 209 of the side of the image. In order to keep the amou.nt of
data in a reasonable range one will use a reduced resolution, say between 1/2 and
1/8, leading to linear patch sizes of 50-200 pixels. The algorithm should be able
to compensate for at least linear, 1.e. affine distortions, and should lead to accura-
cies of 2-10 pixels, referring to the original image. Since high accuracy is not
required, one might effectively use methods of structural pattern recogﬁition to
advantage by extracting scene features. One of the most promising algorithms

for this step is the one by (Barnard and Thompson [4)).

Since fine correlation using differential methods requires approximate values
which are within 1.5 pixels of the final match (Forstner [14]), an intermediate step
is necessary. Here, all correlation-based methods can efficiently be used as the
search area is very small. The window size will range beween 16 and 32 pixels

(linear). The aim in this step is to choose a fast, robust, and reliable algorithm.

PR
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Possible candidates for this task are sequential algorithms (Barnea and Silverman
[5]), the phase correlation technique (Kuglin and Hines [24]) or binary correlation.

But of course the algorithm of step 2 could be used here too.

4. Fine correlation in the last step may yield subpixel accuracy, if the texture in the
image allows and if it 1s required for the final product. Here, differential algo-
rithms (Cafforio and Rocca [8], cf. Forstner [14]) are most efficient. The window
size, depending on the texture, will range between 8 and 32 pixels. If the pixel
size is adapted to the (spatial) spectrum of the images, accuracies of 0.2 pixels or
better can be reached under production conditions (Bernstein {7}, McGillem and

Svedlow [29], Forstner [15]).

This sequence of steps has of course to take the special boundary conditions of the pro-
duction into account, and may be varied accordingly. The main steps, however, will
have to use similar algorithms. The concept is quite different from those used for the
rectification of aerial images for orthohoto production, e.g. using the Gestalt Photo
Mapper or the approach by Panton {35]. These systems do not have to cope with the
weak geometry of satellite imagery, thus need only few control points. They can there-

fore use the internal geometry of the stereo pair for recursively updating the approxi-

~mations for the fine correlation. Unlike these procedures, the above described hierarchi-

cal set up allows a great deal of parallelism in steps 2-4.
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From the above mentioned algorithms the one by Barnard and Thompson needs
further discussion. Its general line of thought can also be found in the approach by
Lambird et.al. [25] and in the procedure by Marr, Poggio and Grimson (Marr {28],

Grimson [17], cf. Kak [20}) . |

With respect to its application in registration and rectification, the generality of
Barnard and Thompson’s geometric model turns out to be a disadvantage due to the
resulting high numerical effort. Since the second step in the hierarchical procedure for
registration and rectification is decisive for its reliability, this step has to be designed
such that the actual data structure is taken into account, and it must also be flexible.
Therefore a new algorithm has been developed, which can be used for registration and

in particular for selecting tie points for rectifying overlapping image frames.

We will first formulate the problem of matching image patches of moderate sizes in
subsection 4.2, discuss two of the algorithms and sketch the new one. Subsection 4.3
then describes the concept of the algorithm in detail. Subsection 4.4 is devoted to the
actual implementation and subsection 4.5 contains an example, to demonstrate the per-

formance.
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4.2 The Problem of Correspondence

Let two images, or image patches, I and I’ be given. Points i andi in images I

A 1)

and T’ may have the coordinates z = (x ,y)Tand 2" =(x ,y )T, thus, z and 7z are
vectors, where T stands for transposed.

It is assumed that if i and i are corresponding points, their coordinates can be

related by
(9)
where:

t is an arbitrary mapping function; it might

reflect the knowledge about the geometric
relation between the images [ andI’; and

p is a vector of unknown parameters py, ... , py

It may be viewed as a severe restriction, that the mapping function must have an

analytical form. But one should keep in mind that also a stochastic and/or segment-

wise continuous function can be brought into the form of eq. (9). Eq. (9) will cause no

difficulties, particularly in small scale imagery.

For an arbitrary pair of points (i, i ) there are two states of interest:

N gt . .
A. 1 and 1 are corresponding points

N K2 . .
B. i andi are not corresponding points
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The probl.em of correspondenée now simply consists of: 1) finding the corresponding
points; and 2) determining the parameter vector, p, of the mapping function. Theoreti-
cally the solutions to 1) and 2) are equivalent, as 1) implies 2) if applied to all pixels,
say in I. But this is neither feasible nor necessary, as the mapping function can rea-
sonably be assumed to be smooth, i.e. roughly speaking bandlimited, and only a small
number of corresponding points is sufficient to describe the mapping function. Whereas
these pairs of corresponding points might replace the parameters p, the mapping func-

tion is necessary, if interpolation is required.

The known approaches actually use only a very limited number of points and expli-
citly or implicitly a mapping function of the type in eq. (9). In order to reduce the
numerical effort and at the same time increase the reliability, objects o and o are
used in both images with feature vectors { and f in addition to the coordinates z and

2 attached to it:

1 1

(10) o =o(z;f) and o =o' (z;f)
The procedures typically consist of three steps:
a. selection of appropriate objects o and o”;

b. determining the similarity between all objects o in image I and all objects o in

image I'', yielding possible candidates for corresponding objects
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using some context information to find the pairs (0,0 ) of corresponding objects.

The LNK-Method (Lambird et.al. [25], Stockmann et.al. [40])

Using edge detection procedures, this method selects objects which are either
points or point pairs. Points belong to 4 classes. Pairs of such points are called
abstract edges, abstract because the connecting line need not be a real edge in the
image. For simplicity, we restrict the discussion to the point objects. Thus, an
object o, say, in image I is represented by its coordinates z and its class [ = w':
o = o’(z’ ,wl).

Among all possible points (0’ ,0”) of objects, only those which belong to the same

classes are selected as possible candidates. Thus, if w =w the objects

! 1t . . .
o and o are said to be similar.

The aim of the procedure is to determine the unknown parameters of the
geometric transformation, which in this case consist of the two shifts in x- and y-
directions. Each pair of similar objects leads to an eciuation t(z',p) = 7z -p which
can be solved for p. The estimate p for the true shift p is taken from the histo-
gram of all p = 2 -2 by searching for the peak-value representing the most

probable shift. At the same time one obtains a classification of the object pairs



356

into the two classes: w, of corresponding points and wp of non-corresponding

points.

The approach is a direct solution, where no iterations are necessary. A further advan-
tage is the sharp peak in the histogram, which guarantees a reliable solution even if the

numbers of objects is large, i.e. even when the background noise is considerable. ‘On

the other hand, the method requires that eq. (9) in an extended form z' f') =

t(z ,f;p) is solvable for p. Thus, if more than two parameters have. to be estimated, the
object has to contain additional geometric features such as length and orientation, in f
and ll’, thus, requiring more complex objects, such as lines, triangies, etc., to be
extracted from the image. This might not only increase the number of combinations

but also requires an additional dimension of the histogram for each additional unknown

parameter. Nevertheless, a primary advantage is the absence of requirements for

approximate values. Thus, with say 4 parameters, the images might have any relative

orientation and scale. This method is therefore highly recommended for step 1 in the -

hierarchical scene matching procedure.

4.2.2 The Barnard-Thompson Algorithm [4]

a. This algorithm starts from objects which are represented by the gray level matrix
g, say, centered at distinct points: o’(z’,g’). The selection uses the interest

operator by Moravec, namely the minimum variance of the gray level differences

e
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in the four main directions. This guarantees that no points on edges are selected,

which are not discernible from neighbouring points on the same edge.

b. The similarity measure uses the coordinates and the gray level differences under
consideration, deriving an initial probability that two objects o’(z',g’) and

X4

o'(z',g') correspond, i.e. (0,0 ) belongs to the class wy of corresponding points:

1t

P((0,0) € wy) = f(z-2 g-g )= 1/|g-g | 2 if the shift | z-2' | is less than a

threshold and P((0 ,0 ) ¢ wpy) = o elsewhere.

¢. The model of the geometric transformation is a differential one. They assume
that the scene is reglonwise smooth: 2'-7 = t(z) with the derivative Bt/az'
being bounded, except for the borders of the regions. The bound for At/Az’

(being 1 pixel for Az <15 pixels) is used to update the initial probabilities using

a relaxation scheme (Rosenfeld et.al. [38]).

The model is extremely flexible, due to the randomness of the derivative within the
admissible bound. The method can further be generalized by using more complex
objects, e.g. the abstract edges of the LNK-method and thus can be an excellent solu-
tion for step 2 in the hierarchy. The numerical effort and the quality of the result,
however, are highly scene dependent. In particular, the number and distribution of the
selected objects are critical for the reliability of the result. Also the complexity of the

geometrical model might not be necessary for satellite or aerial imagery of moderate
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scale (say, <1:20,000), thus questioning whether the numerical effort resulting from the
relaxation process, cannot be reduced, if one takes the simpler geometry of ”far-range”

imagery into account.

Though both procedures follow the same general concept, their techniques are essen-
tially different. The simple geometric model on which the LNK-Method is based,
allows a fully consistent line of thought. This makes a statistical evaluation of the
result feasible, e.g. using the broadness of the peak in the histogram. On the other
hand, though the procedure of Barnard and Thompson is excellently motivated, it is

heuristic. This prevents a thorough evaluation of its results.

4.2.83 Outline of the New Procedure

The new solution for the correspondence problem essentially aims at a maximum-
likelihood estimation of the unknown parameters p of the geometrical transfor;nation.
It follows the same three steps of the procedures described above. An attempt has been
made to derive the three steps on a common theoretical basis, and at the same time

make it amenable to generalizations for rectification:

a. The same objects are used as in the Barnard-Thompson algorithms, namely points
with their gray level matrix. The selection is guided by the theoretical precision
expected from cross-correlation. It turns out, that this selection principle is

closely related to Moravec’s interest operator.
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The similarity of pairs of objects is also based on the theoretical precision. In
addition to the gray level difference between the two objects, the texture is taken
into account, namely the variance of the gradient. Moreover, the formulation
allows the introduction of correlation measures from any feature vectors, possibly
including structural features. Thus, very general similarity measures can be used

without losing the relation to the geometrical model.

The maximum likelihood estimation for the parameters p of the mapping function
requires the knowledge of the probability density function of the observations.

Observations in this case are the coordinate differences Az from the modified form

! !

Az =2 =2 =t(z;p) of eq. (9). The coordinate differences of corresponding
points can reasonably be assumed to be normally distributed, whereas thg coordi-
nate differences of non-corresponding points are approximately equally distributed
between -d and +d where d is the dimension of the image batch. These observa-
tions therefore can be interpreted as outliers or blunders with respect to the
model eq. (9). As the redundancy of the system is rather high, robust estimation
procedures should work efficiently in this case. The high percentage of outliefs,

l.e. non-correspondence is compensated by the non-similarity of the objects, which

lead to a low initial weight of these observations.
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4.8 Mathematical Model

This section provides the mathematical model for the correspondence algorithm.
We will start with the mapping functions and the robust estimation procedure for the
determination of the unknown parameters. The similarity measure then leads us to the

interest operator used for the point selection.

4.8.1 Mapping Functions
The relation between two image segments of a satellite or aerial image can be

approximated by a low degree polynomial:

Shift only

(11 a,b) z =a-tz or Z=a

(Stochastical variables are underscored.)

Affine transformation

(12 a,b) FA =a+Bz' or Az =a+ Bz

Second order polynomial

1

(13 a,b) z :a+Bg'+C_z_'®g' or Az_:a+]§z'+Cz'®z'
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with

P P3 P4 Pr Ps Ps Py
a = ; B= ; C=
P2 Ps Ps Pio P11 P11 P12
and

By introducing conditions on the parameters p;, one may restrict the mapping func-
tions to conformal ones. For example, the conditions p; = pg and P4 = -ps in eq. (12)
lead to a similarity transformation with shifts, scale, and rotation only. The transfor-
mation parameters only occur linearly in the mapping function, thus could be solved in

one step using the least squares technique.

4.3.2 Robust Estimation

The least squares technique starts from the linear (or linearized) model

(14) E) =A% =% aTx; D) =0 =02Q

itss

1
where the nx1 vector 1 contains the observations, in our case the coordinate differences
2z, with their covariance matrix Cy. It is usually split into the unknown variance fac-

‘tor 02 and the known coefficient matrix Qp- The nxu design matrix A, having rows a;, -

1s supposed to be known. X are the unknown parameters.
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If the observations can be assumed to be uncorrelated, then one uses the weights w;
or the weight matrix W = diag (w;) = diag (1/q;;) to advantage, to solve the minimum

problem

(15) L (a £~1)%w =X v?w — min.

It is known that the estimated parameters X are sensitive to errors in the model eq. (9),
especially gross errors or outliers, in the observations. This is due to the fact that the
solution to eq. (15) is also the maximum likelihood estimator for X, if the observations
are normally distributed. Observa.tions with outliers, however, can be viewed to belong
to longer tailed distributions. Examples are the Laplace-Distribution f(x) = ¢ e1*|and

the Cauchy-Distribution f(x) = ¢/(1+x?).

In order to eliminate the effect of outliers on the result one can use maximum-
likelihood type estimators. Then, instead of the sum of the squares of the residuals v,

the sum of a less increasing function p(v;) is minimized (Huber [19}]):

(16) 2 p(a" £ - 1) = T p(x;) — min

Discusston:

1. Choosing p(v) = v?/2 gives the least squares estimator



(17)

(18)

(19)
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Choosing p(v) = 1 |v| P yields the estimator minimizing the L -norm. A special
P

case is obtained for p = 1: Minimizing p(v) =|v | is the well known least sum
method, being the ML-estimate for the Laplace-Distribution. It is the mul-
tiparameter version of the median. Barnea and Silverman [5] used it for cross

correlation.

The choice of p can be guided by the evaluation of the "Influence-Curve” IC(v)
(Hampel [18]) being proportional to the derivative 9(v) = 8p/0v of the minimum
function. IC(v) or ¥(v) give an indication of how strong is the influence of an

outlier on the estimate X.

The solution of eq. (16) can use existing programs for least squares solution, by

either modifying the residuals, v = v/p(v) or by modifying the weights:

_ plv) v vl
Zplvy) = E — =% ) — - :
olvy) 22 2 w(vy) > min
using the weight function
p(vy)
wivy)) = 7 (¢ K1
i vZ/2+ec ( )

In an iterative solution the weights of all observations are updated depending on

their residuals from the previous iteration:

wi(V+1) = wi(O) w(vi(”))
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5. If the function p(v) is convex, thus t(v) non-decreasing, and the model is linear,

then convergence is guaranteed under broad conditions.

Minimizing the L ;-norm thus seems to be optimal, as it is robust, and convergence is

guaranteed. This method however has two disadvantages:

1. p(v) has no derivative at 0, thus, the influence curve is not continuous, which does

not guarantee a unique solution.

2. The influence curve ¥(v) = sign(v) is not zero for large values, thus large outliers
have still an influence onto the result, which is not desirable.

We therefore propose to use the following weight functions.

1. In order to ascertain convergence we slightly modify the minimum function of the

L,-norm (cf. Figure 10).

(20 a) plv) =2 (Vit+v?/2-1)

(20 b)

\/ 2/0 —
wl(v)=4( 1+vv2/2 1)

v

Py(v) = \/—1—4:——;

(20 ¢)

pi(v) is strictly convex with decreasing curvature for large v.
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Figure 10 Minimum, Influence, and Weight Functions p(v), IC(v)~y(v),
and w(v).

NOTE: O0: 1least squares, non robust (Y(v) not bounded)
1: Ll—Norm, robust, convergence guaranteed

2: redescending IC,
at ML-estimator for Cauchy-Distribution
b: exponential weight-function (Krarup [22])
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2. After having reached convergence, one can assume to have good approximate
values for the parameters. In order to eliminate the influence »f large outliers one
could take one of the following two minimum functions:

P2, leads to maximum-likelihood estimators starting from a Cauchy-Distribution

(21 a) paa(v) = In(1+v2/2)

2 In(1+v?%/2)

(21 b) Wo, (V) = 5
v
(21 ) Pou(v) = -V
2a(Y) (1+v%/2)

No convergence is guaranteed in the general case. Also, as v is descending for
large v, no unique solution is guaranteed if arbitrary approximate values are
allowed. This is meaningful as the Cauchy-Distribution has neither mean nor

variance.

The following minimum function is proposed by Krarup et.al. [22] which consid-

erably reduces the weights of false observations due to its exponential form:
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2
(22 a) Pap(v) = 12" e/
(22 b) Wop(v) = eV72
V2 —v2/2
(22 ) Yalv) =v (1= ) e/

This weight function fulfills practically all requirements for a well behaved weight
function. (Hampel [18], Werner [43]). The functions are shown in Figure 10

together with the minimum weight and influence function of the least squares,

4.3.3 Similarity Measure

The estimation procedure requires initial weights for the observations which in our
case are the coordinate differences Az of object or point pairs, which need not
correspond. Hence, the majority of the observations are outliers and assuming equal

weight would prevent the solution from getting started.
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Reasonable weights can be obtained from the covariance matrix of the estimated
shifts Az, if we would apply cross correlation to all pairs of points. It is given by

(Forstner [14])

-1
Y Lei Des

P X X X XDy

(23) V(E'-2)=Cov | u ., |= &} =43
2 =) y -y % | Og,g, Tgy 8 @

where:
g is the gray level function of the object, restored from g and g
&Zg the estimated variance of the gray level differences, and

gx,8y  are the gradients of g in x- and y-directions respectively.

The covariance matrix fully describes the precision of the match between the gray level

function ¢ and g of the two objects o and o . This precision depends on:
1. The number of pixels used.
2. The noise variance.

3. The texture of the object, namely the edge business. It can be shown that this
measure is directly related to the bandwidth of the signal and the curvature of

the cross correlation function (Forstner [14]).

The covariance matrix can be visualized by an error ellipse (cf. Mikhail [34]), giving the

precision of the match for all directions. A good match therefore must fulfill the fol-

lowing two requirements:

e
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Cl:  The error ellipse should be close to a circle, otherwise the

match is not well determined in one direction, e. g. at an edge.

C2:  The error ellipse should be small.

Both criteria will be used for the measure of similarity between two objects and the

selection of interesting points.

If the ellipse is close to a circle the weight can be directly derived from the trace of

the covariance matrix

(24) w = =

Observe, that the trace is invariant to rotations. Taking the gray level differences
directly to estimate &gg has the disadvantage of being biased if the two images have
different brightness and contrast. The correlation coefficient is known to be a better
measure. Now, if one for simplicity assumes the images g' and g” to be related to the
true image g by g’ =a (g+n') + b and g” =3 (g+n”) + b”, with 0'3' = ofu = a,?

where a and b rcpresent contrast and brightness, the signal to noise ratio

SNR? = agz/or? is functionally related to the correlation coefficient by:
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[+ NN o2 2
(25 a) p = 88— 3 = SNR
0g0y  oft+ol  SNRE+1
or
o2
(25 b) SNR? = —£& = £
o, I-p
By using the approximations
2 ~J ’ !
(26) Of >0, 0

(27) tr Q = Vitr Q' tr Q”

and

(28) agg = 20’3

we obtain the following relation for the weight of the observation Az:

, 1

(29) wio o) & L —2 /‘—_—'—.
? 2 1-P o,glo.g” . tr QI tr QIl

Discussion:

1. The weight depends on two terms. The first term reflects the similarity
between the two objects and needs to be calculated for all object pairs. The

second term depends on values obtained separately from both images.
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The traces tr Q and tr Q” measure the distinctness or the locatability of the
objects and are critical for the selection of appropriate points. The reason is,

the noise level 525 can be realistically assumed to be constant in both images.

The weight is a generalization of the one used by Barnard and Thompson. It
differs in two ways. First, it is independent of brightness and contrast, as we
are only interested in the weight ratios. Second, it takes the texture of the

object into account.

A simple and reasonable criterion to reject object pairs based on the correla-
tion coefficient is p > % This is equivalent to requiring the SNR to be larger
than 1.

The main advantage of the separation of the different terms in eq. (29) lies in
its ability to include other measures for similarity. The correlation coefficient

need not be derived from the gray levels but may use other features { and '

of the objects, e.g.:

a. One could use rotation and scale invarant features, as the moments pro-

posed by Wong and Hall [44].
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b. One could use a small set of features just to decrease the computation

time, e.g. the low frequency terms of a cosine transform.

¢. One eould use structural information, the result of a classification or a
linguistic description in combination with statistical measures. The only
requirement for the measure is to have the properties of a correlation

coefficient.

The separation of the correlation coefficient from the variance and the texture of
the gray level function, allows one to generalize the weight determination without

losing the information about the geometric distinctness of the object.

4.8.4 Interest Operator

We have éssumed tﬁat the error ellipse representing the covariance matrix of the
coordinate difference is close to a circle. Moreover, we require.that the point can be
well located. Measures of both requirements should, in a simple way, be derivable from
the gray level function of the image patch, as they have to be determined for all pixels.
They should also be invariant to rotation; a scale factor will not change too much the

ranking of the different pixels.
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As the eigenvalues of the covariance matrix are invariant to rotations, and the trace
equals the sum of the eigenvalues, we will use them also for determining the closeness
of the error ellipse to a circle. Moreover, the eigenvalues of the coefficient matrix, say
Q', and those of its inverse N = (Q')! are related by \(Q') = 1/M\(N'). Thus, let A\
and X, be the eigenvalues of N', then the ratio

X _
(30) q:4detNJ: 4 Mg ___1_(>\1 >\2)2

(tr N2 (N + Xp)? Mt

is an adequate measure for the closeness of the error ellipse to a circle. If ¢ = 0 (and
not both \; and X, are zero), then det N is zero and the matrix is singular. This
means that g, and g, are linearly dependent thus the point may lie on an edge. The
case g = 1 is reached, only if the eigenvalues are equal (\;—\y = 0) thus representing a
circular error ellipse. The calculation of q need not use the eigenvalues, but rather the

determinant and the trace of N':

(31 a) det N = (gy)? . T(g; ) — (Sexgy)?

(31 b) tr N = 5(g,)? + I(g,)?

The sums can be readily derived from the squared and multiplied gradient images by

convolution.
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.. . . ro
Similarly, one can derive an expression for tr Q :

P tl‘NJ
det N’

(32) ' tr Q

Thus the selection of interesting points can be accomplished for both images separately

in the following steps:

1. Determination of Xg2, g8y, and Egyz;
2. Determination of tr Q and q using eq. (30) - (32);

3. Determination of the interest value, being a preliminary weight,

1 _ det N
tr Q tr N

0 otherwise

for @ > threshold

<]

(33)

for each pixel;
4. Suppressing all non-maxima in the function w(i,j);

5. All values W(i,j) give rise to an object o.

[rre—
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4.4 Algorithmic Solution

4.4.1 The Selection of Objects of Interest

The interest oprator eq. (30) to (33) requires the variance and covariance of the gra-
dient image at each pixel. The used window size should be adaptable to the texture of
the image patch. If one uses a square (in general, a rectangle) window the number of
operations per pixel needed for the interest operator can be made independent of the
window size. This is due to the fact, that the array l(£g?), say, containing the sums
Sg? can be derived from g2 by convolution with a separable window of size ny; x ng,
W(i,j) = 1 with w = e, e and e = (11...1) containing n elements 1. As the convolu-

tion with e, or eT

, needs only 2 additions, if done recursively, only 4 additions per pixel
are necessary for the determination of the array I(£g?) independent of the window size.

The gradients g, and g, are calculated with the Roberts operator.

Now two thresholds q;, and W_;, are necessary to check the form and the size of
the ellipse:
ClL: 9% > Qmin. (form)

C2: W, > W, (size)

min.

If both conditions are fulfilled, the interest value of that pixel is set to the preliminary

weight W = 1/tr Q, otherwise it is zero.
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The threshold q,;, is scale independent, a value of qn;, = 0.25 turned out to be
reasonable. The condition C2 should also be independent of scale. Therefore, we used
w_ .. =[ + LW,/n, relating the preliminary weights W; to their mean value. A value { =

m

1.5 was chosen for all tests performed.

From the resulting interest values, W or 0, the relative maximum within a certain
window n_, x n,, are extracted. The window size n,, for this non-maximum suppression
is independent from the one used for the sums. If the window size n, is larger than 3
the non-maximum suppression is accomplished in two steps, the first using a 3x3 win-
dow and the second performing the comparisons in a spiral manner in the large window
to keep the number of comparisons independent of the window size n;. The selected
objects are then stored in a list, containing the coordinates and the preliminary weight

W = 1/tr(Q). They are needed for the similarity measure.

4.4.2 The Selection of Object Pairs

The initial weight W from eq. (29) in addition to tr Q' and tr Q“, requires the stan-

’

1t . .
g and o, and the correlation coefficient p = 0y g [(0g0g) Where:

L 1
I2_ ,2
(34 a) 0} = E(gln_(iig)[n

dard deviations o

r 2 _ 19
(34 b) o3 = X(g ) (Zl3g )2/n
n-—
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and

_Xgg —(Zg ) )/n
(34 ¢) Ug'gw = h -1

The sums T¢g, g, E(g' )2, and Z)(g”)2 are calculated for each object. The mixed sum
Sg g is only calculated for pairs of objects with a distance |z'-z”| less than a given
threshold d,,,, , which reflects the maximum expected distances between corresponding
objects. All pairs of objects for which the correlaion coefficient p is greater than 0.5 are

collected in a list, containing their coordinates 2z and z  and their weights.

4.4.3 The Selection of Corresponding Points

The selection of the corresponding points is based on the assumed geometrical rela-
tion between the images. In our context an affine transformation seems to be adequate,.
and therefore, has been employed. The robust adjustment is split into two steps.
First, only the shift between the images is determined. This leads to better approxima-
tions, both for the shifts and the weights in the following 6 parameter transformation.

Both adjustments have the same structure.

In each iteration, the parameters, the residuals, the precision of the shift, and the
average weight are determined, and the weights are adapted for the next iteration. If a
weight is smaller than a certain percentage (say, 10%) of the average weight, it is set to

zero, eliminating that observation. The first 4 iterations are performed with the weight
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function given by eq. (20b), after which th redescending function in eq. (22b) is applied.
The agorithm stops if either the required precision of the shift is reached, not enough
corresponding points are left, or a pre-se‘t number of iterations is reached. The residu-
als of the last iteration are tested, and with all residuals passing this test one additional

iteration with equal weights is performed to obtain the final transformation parameters.

The obtained list of corresponding points may then still be ambiguous, as the same
point in one image might correspond to several points of a cluster in the other image.
The list of pairs of points is then cleaned keeping those correspondences which have the

smaller residuals.

4.5 Two Examples

The following two examples are presented to show the performance of the new algo-
rithm. In both cases, the two images I and I'' are derived from an original image by
extracting two separate windows and distorting them by an affine transformation
according to eq. (12b) with random numbers in B ranging up to 0.15. Thus, the aver-
age linear distortion is approximately 10% or 6°. The extracted windows are contam-
inated with white Gaussian noise with a standard deviation of o = 15 gray levels. Both

windows are then smoothed with a 3x3 Hanning filter (1 2 1)T * (1 2 1).
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The first example is based on an artificial image (cf. Figure 11). It may represent
a part of a rural scene with some light roads between fields of different brightness.
The dark pixels are the points selected by the interest operator. Table 7 contains
the preliminary weight W and the values of q in percent describing the closeness

of the error ellipse to a circle.

Observe, that some points, e.g. point 1 in the right image, lie on an edge, but
due to the irregularity of the edges have been selected. Both values, W and q are
small (¥ = 311, q = 36 % in this case). From the 15x16 = 240 possible point
pairs 59 were selected as possible candidates for correspondence. Their weights
vary considerably, namely due to the correlation coefficient (cf. Table 8). The
robust shift adjustment yields the pairs listed in Table 9. It shows the ambiguity
of the result, as for example point 3 in the left image is connected with points 7
and 9 in the right image. As the residuals of the pair (3,7) are smaller than those
of (3,9) the pair (3,7) is kept. The cleaned list in Table 9b would be the result
with the shift parameters only, showing that even with a wrong geometric model

nearly all corresponding objects can be found (cf. Table 10b).

The result of the robust affine transformation (cf. Table 10) shows a slightly
different result. The final correspondences are shown in Figure 12. If one com-

pares the final result with the list of the candidate pairs (Table 8), obviously the
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Table 8 Example 1:

NOTE:

i

1 201

2 206

3 307

4 309

3 406

) 408

7 309

=] 310

F 603

10 608
11 708
12 go8
13 810
14 06
135 208
14 11
17 1002
18 1003
19 1004
20 1007
21 1102
22 1103
23 1104
24 1107
25 1113
26 1114
27 1113
28 1116
29 1212
30 1312
31 1313
32 1317
33 1403
34 1404
35 1407
36 1409
37 1413
38 1415
39 1416
40 1312
41 15135
42 1516
43 1517
44 1519
45 1522
46 1609
47 1611
48 14623
49 17064
S0 1708
51 1717
32 1719
53 1810
54 1824
53 1914
S6 1913
37 1914
98 2013
39 2323

ij point No. in left and right image (201 £ (2,1)),w initial
weight,w preliminary weights,rho correlation coefficient.

w w

4. 757 410
18. 507 410
&. 047 907
9. 129 %07
3. %33 264
8. 66& 364
27. 938 410
2. 082 410
14. 436 4s0
2. 789 450
16. 076 714
11. &47 483
1. 838 483
4. 333 345
11. 360 345
2. 187 349
2. 891 961
2. 454 961
2. 978 961
2. 692 961
2.33% 264
8. 6460 964
55. 190 964
2. 328 964
135. 224 P64
3. 310 P64
13. 244 964
7. 161 964
4.827 ate
22. 732 &22
7.178 622
1. 891 622
2. 99% 963
11. 141 963
s. 303 963
2.978 963
1S. 047 963
4. 759 963
3. 142 963
7. 280 448
2. 030 448
2. 129 448

N -
»H R
[
[T ]
[
PR
b b
]

11. 948 448
7. 838 1871
3. 951 1871.

129. 139 1871.

14. 139 1318
2. 448 1918
&. 066 1318
4. 6592 1518
1. 8467 8s&7
3. 183 867
3. 144 311
7.749 311
&. 314 311
S. 123 &40,

29. 446 486

e

(3

311.
469.

708.
4469.
443,
586.
280.
Jeé.
449,
443,
443,
280.
449.
443,
328.
300.
288.
&688.

300.
288.
488.
423.
1374.
368.
S508.
340.
718.
718.
1374.
314.
288.
&88.
423.
708.
1374.
308.
540.
718.
508.
540.
314.
396.
444.
708.
323.
1683.
45%.
443,
314.
96,
280.

368,
308.

1374.
1683,

List of Selected Pairs

0000000000000 0000000000000000000000000000000000000000000000

rho

. 813910
. 934143

743084
769720

. 733839

872919
932111

372882
883114
623202
893973
899332
3589571

777062
899266
5994932
611310
611800
319324
362607
613341
874139
F56364
401318
83662
&81337
891954
812974
776953
19691
764347
379333
689392
843669
743271

357126
861033
732863
638196
800944
584841

389307
08975
F43966
874251
744461
554535
70396
a7e777
533313
764804
£83444
504329
779709
493980

. 843612
. 810626
. 691036
. 911693

Sl

PN,
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estimated shift: 11.077 -12. 615
a)

i left right xl yl xr yvr dx dy
1 2 & 10. 000 34, 000 21. 000 22. 000 -0.077 0. 615
2 3 7 12. 000 43. 000 21. 000 33. 000 -2.077 0. 6153
3 3 9 12. 000 43. 000 24. 000 33. 000 0. 923 0. 613
4 4 8 13. 000 31. 000 24. 00O 18. 000 -0. 077 ~0. 3893
9 8 10 16. 000 21. 000 26. 000 8. g00 ~1.077 ~0. 383
b6 9 8 14. 000 31. 000 24. Q00 18. 000 -3. 077 -Q. 383
7 11 13 24. 000 41. 000 37. 000 27. 000 1. 923 -1.36%
. 8 13 12 24. 000 19. 000 33. 000 8. 000 ~-2.077 1. 618
9 14 13 26. 000 40. 000 37. 000 27. 000 -0. 077 -0. 385
i i0 15 17 30. 000 23. 000 39. 000 it. 000 ~-2. 077 0. 6185
11 15 19 30. 000 23. 000 42. 000 11. 000 0. 923 0. 46153
12 15 22 30. 000 23. 000 45. 000 10. 600 3. 923 -0. 383
' 13 16 23 31. 000 38. 000 43. 000 24. 000 2. 923 -1.383

clean list

t b)
\ i left right xl yl xrT yr dx dy
' 1 2 & 10. 000 34. 000 21. 000 22. 000 ~0. 077 0. 613
2 3 9 i2. oo 43. 000 24. 000 33. 000 0. 923 0. 619
! 3 4 8 13. 00 31. 000 24. 000 18. 000 ~0Q. 077 -0. 389
! 4 8 10 146. 000 21. 000 2&. 000 8. 000 -1.077 -0. 383
! 3 i3 12 26. 000 19. 000 33. 000 8. 000 -2. 077 1.613
& 14 13 26. 000 40. 000 37. 000 27. 00 -0.077 ~-0. 383
. 7 15 19 30. 000 23. 000 42. 000 11. 000 0. 923 0. 613
i a8 16 23 31. 000 38. Q00 43. 000 24. 000 2. 923 -1.383%

Table 9 FExample 1: Result of Robust Shift Adjustment

a) uncleaned list containing ambiguities
b) cleaned list

NOTE: 6 iterations
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1. 19329 0. 10307
-0. 08967 0. 88201
a)
i left right
1 2 & 10
2 3 7 12.
3 3 9 12.
4 4 8 13.
3 8 10 16.
6 9 8 16
7 11 13 24
a 13 12 26
9 14 13 26

13 16 23 31
14 S5 5 14
13 13 17 26
16 3 3 14
17 4 & 13

clean list

b)
i left right

1 2 & 10
2 3 9 12
3 8 10 16
4 9 8 16
S 11 13 24
& 13 12 26
7 13 19 30
8 16 23 31
? & 3 14

Table 10 Example 2:

a) uncleaned list, containing ambiguities

/

xl

. 000

x1

. 000
. 000
. 000
. 000
. 000
. 000
. 000
. Q00
. Q00

Result of Robust Affine Transformation

3.38
-4. 43

yl

. 000
. 000
. 000
. 000
. 000
. 000
. 000
. Q00
. 000

xr

. 000
. 000
. 000
. 000
. 000
. 000
. 000
. 000
. Q00
. 000
. 000
. 000
. 000
. 000
. 000
. 000
. 000

xr

. 000
: 000
. 000
. 000
. 000
. 000
. 000
. Q00
. 000

b) cleaned list, final result

(cf. Figure 12)
NOTE:

6 iterations

yr

. 000
. Q00
. 000
. 000
. 000
. 000
. Q00

. 000

-1.
-1.
-1.
. 9202
-0.
. 618
-0.
-0.
. 068

dx

P61
437
129

905

189
448

coo00mNOO

dy

. &37
. 840
. 840
. 722
. 633
. 433
. 986
. 07
. 908
. 142
. 142
. 142
. 282
. 480
. 0R7
. 284
. 278

dy

&37
B840

433
536
027
142
282
284

[URSE——

T

s
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most similar objects are also correspondent ones. The object pair 3(8,10) with the
largest residuals is found by chance, as both points are just above the level of dis-
tinctness. But observe that the objects in pair (5,5) are more similar than those
in pair (6,5). The context, i. e. the common geometrical model, however, selects
the pair (6,5) due to its better fit, which seem to be reasonable as can be seen
from Figure 12. The final transformation parameters show scale differences up to

20%% between the two images.

The second example is based on an image from the Arizona Test Area. The reso-
lution of the original image has been reduced by a factor of two, yielding pixel
sizes of 50 pm. The selected windows of 80x80 pixels with the interesting points

are shown in Figure 13.

39 and 50 points have been selected, almost all having error ellipses close to a
circle (cf. Table 11). From the 1950 possible pairs 127 were retained as candi-
dates (cf. Table 12). Observe that the weights in this case do not vary so much
as in the first example, and are considerably smaller. The final result yields 18
object pairs and is shown in Figure 14 (cf. Tables 13 and 14). Also in this case
the scale difference is approximately 209, but in addition a rotation of approxi-
mately 10° in both axes becomes apparent from Figure 14. The shifts of +4 and

+18 pixels correspond to an overlap of the two windows of approximately 70%.
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e s,
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no iy

1 118
2 314

3 321

4 417

3 419

& 624

7 &26
8 726

? 903
10 921
11 23
12 927
13 1008
14 1112
15 1208
16 1213
17 1217
18 1219
19 1227
20 1304
21 1317
22 1322
23 1326
24 1334
2% 1410
26 1413
27 14235
28 1427
29 1508
3¢ 1514
31 1521
32 1%2%5
33 1603
34 1605
35 1621
36 1623
37 1627
38 1639
39 1726
40 1737
41 1741
42 1804
43 1807
44 1819
45 1834
46 1911
47 1921
48 1939
49 2010
350 2025

Table 12 Example 2:

NOTE :

[y

(]

w initial weight

BAUAONAVINAUNINNNONANGADAANVNANALUN-ARNUE NRRNARN A G

[Sre
aNpp

643

468
736
998
01
761
448
22
360
297
790
880
903
182
141
&04
t10
880
721
953
687
102
1466
034
392
1538
200
592
105
783
P25
843
750
211
138
230
894
290
264
716
803
351
058
&84
671
798
405

. 2583
. 639

no

2109
21195
2213
2227
2239
2242
2334
2340
2344
2350
2408
2419
2427
2434
2440
2444
2528
2529
2538
2548
2618
2649
2717
2719
2722
2726
2734
2735
2740
2743
2744
2814
2821
2825
2827
2839
2915
2949
3017
3031
3040
3041
3044
3050
3121
3123
3127
3130
3139
azze

[P S

NUGRXQRNNNDUAILUAAOUNWUWUWUNREARINNULGIANRORLALSIPLORNCCLORPLDRD

-

[(¥]

838
774
83s
340
a7a
866
221
506
389
412
662
688
470
626
&16
546
328
389
427
565
025
370
595
926
434
321
545
318
840
s78
460
266
014
&89
425
692
572
512
004
112
483
689
097
444
112
489
834
692
171
622

List of Selected Pairs

na

101
102
103

103
106
107
108
109
110
111
112
113
114
113
116
117
118
119
120
121
122
123
124
123
124
127

3238
3249
3343
3423
3322
3927
3540
3543
3623
34631
3722
3729
3726
3731
3734
3737
3740
3741
3743
3826
3834
3837
3840
3843
3930
3935
3944

(%Y

[

“
DUELOWLDLGGRNPIDRCUDALNRLRENGD

ij point No. in left and right image (201 & (2,1))

389



390

estimated shift:

-18. 111

i left right xl

VONOCADLWWN~-
(]
~

Table 13 Example 2:

NOTE:
( 0. 81924 0.13883 , -14.90

0. 17803 1.17112 / -19.92

i left right xl
1 i8 7 36. 000 33
2 19 11 34. 000 S8
3 24 19 50. 000 31
4 26 i8 32. 000 47
S 27 17 5&. 000 22
& 28 21 56. 000 S51
7 34 23 &3. 000 21
a8 36 23 &6. 000 42
9P 12 3 27. 000 19
10 13 8 34. 000 &3
11 20 i0 43. 000 18
12 21 9 44. Q00 14
13 22 13 350. 000 i8
14 29 135 87. 000 9.
13 s 22 &é4. 000 i8
16 38 26 77. 000 12
17 9 3 23. 000 21
18 39 30 77. 000 24

Table 14 Example 2:

NOTE:

-3. 333

yl

. 000

. 000
. 000
. 000

. 000
- 000
- 000

:(B/'

yl

. 000
. 000
. 000
. 000
. 000
. 000
. Qa0
. 000
. 000
. 000
. 000
. 000
. 000

. Q00
. 000

. 000

~

a

xr

. 000
. 000
. 000
. 000
. 000
. 060
. Q00
. 000
. 000

)

xv

. Q00
. 000
. 000
. 0600
. 000
. Q00
. 000

- 000
. 000
. 000
. 000
. 000
. 000
. 000

. 000

yr

. Q00
. 600
. 000

. Q00
. Q00
. 600
. 000
. 000

7 iterations, list had not been cleaned

yr

. Q00

. Q00
. 000
. Q00
. 0co
. 000
. 6co
. GO0
. 000
. 000
. 000
. Q00

. 000
. 000
. 000
. Qo0
. 000

2
S
2
o
-3.
o}
-3
-1
o

Result of Robust Shift Adjustment

. 111
. 111
. 111
. 111

889

.11
. 889
. 8ge
. 111

dx

. 223
. 399
. 861
. 222
. 0R?
. 093
. 737

. 147
. 303
. 177
. 087

. 938

334
. 8453

. 489

Result of Robust Affine Transformation

6 iterations, cleaned list (final result), only 2

correspondencies were ambiguous.

-1.
2.
-1.

dy

. 4b7

. 333
. 333
. &&7
. 333

&&7

&467

. 107
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4.6 Preliminary Conclusions

From other experiments with simulated and real data the following preliminary con-

clusions may be drawn:

a.

The algorithm in its present form works well if the relative distortions of the
images are not larger than 20-30% (corresponding to a rotation of up to 20°) and
the overlapping area contains enough distinct points. These conditions can
always be met if an operator provides the approximate values, or the images are

oriented with an automatic procedure as the LNK-Method.

The results are accurate up to 1-2 pixels, if the deviation of the geometrical model

from the real distortion is not too large.

The algorithm is fast enough to replace the first iterations in a correlation-based
algorithm for high precision registration or rectification. The total computing
time for a pair of images with 128x128 pixels is approximately 2-3 seconds on a

VAX 11/780 and is nearly proportional to the number of pixels.

The limitation of the algorithm in its present form results from the similarity
measure, namely the correlation coefficient, which is not scale or rotation indepen-
dent. As already pointed out, other measures, as for example invariant moments

might solve this problem.

_._
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Further research should be directed towards a link with the features of the LNK-
method. There are two ways to do that which are complementary: One could
use robust estimation procedures to refine the estimation of the LNK-method and
one could use the abstract features, especially the abstract lines, as input for the
correspondence algorithm. In this case each abstract line would give rise to four
observation equations, derived from the coordinates of one end point of the line
and the coordinate differences to the other end point. If consideration is res-
tricted to rotation and scale differences only, the angular difference and the loga-
rithm of the scale ratio of the pairs of abstract edges would lead to a robust esti-
mation of the means of the shift, the rotation and the logarithm of the scale
difference of the two images. The inclusion of line features into the algorithm

would allow its application for rectification of satellite images.
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5. CONCLUSIONS AND RECOMMENDA TIONS

5.1 Conclusions

From the research performed so far, the following are the conclusions to be drawn:

The collinearity (or parametric) model is superior to the polynomial (or interpola-

tive) model particularly when the number of control points is small.

Through simulations, it is shown that the parametric model adequately describes

the real data.

Rectification of single image scanner data is more sensitive to image position

errors than ground position errors.

Uncertainty in attitude estimate is the main source of error in system-corrected

images.

In general, when more than about 25 well distributed control points are used, the

effect in rectification accuracy is marginal.

The distribution of control features is critical to the rectification accuracy; to
obtain the same accuracy about three times the number of well distributed con-

trol features are needed when such features are randomly distributed.
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The block adjustment procedure based in the parametric rectification model was
successful. Tie points between overlapping images improved rectification accuracy,

particularly when few control points are used.

Edges proved to be an effective type of control for single image rectification. In

general, about three edge pairs are needed for each conventional control point.

An efficient new algorithm for finding corresponding points in image pairs has
been developed. The unknown parameters of the geometric transformation

between the two images are derived using robust estimation techniques.

Tests with simulated and real data show that the present correspondence algo-
rithm can accomodate geometric distortions up to 20 to 30 %, which corresponds

to an average distortion of 3 to 7 pixels in an image of size 128x 128 pixels.

The correspondence algorithm incorporates a new operator for finding distinct
objects in an image based on the expected precision of locating such object by

cross correlation.
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5.2 Recommendations

1. Continue to investigate other non-conventional control such as geometric con-

straints and relative control (e. g. distances, angles etc.).

oo

Extend the block adjustment program to accomodate edge control and perform

tests.

3. Continue to develop the correspondence algorithm and apply 1t to remote sensing

data both for registration and rectification.

4. Study the rectification/registration sequence.

5. Investigate rectification accuracy assessment.

6. Analyse blunder detection and identification procedures.

7. Research the problem of merging remote sensing data and digital terrain models.
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