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Preparation: Watch 5 Min Video

5 Minutes with Cyrill
Bag of Visual Words

https://www.youtube.com/watch?v=a4cFONdcénc




What is Bag of Visual Word for?

= Finding images in a database, which
are similar to a given query image

= Computing image similarities
= Compact representation of images




Analogy to Text Documents

Of all the sensory impressions proceeding

to the brain, the visual experiences are the China is forecasting a trade surplus of
dominant ones. Our perception of the world $90bn (£51bn) to $100bn this year, a
around us is based essentially on the threefold mcrease on 2004's $32bn. The
messages that i from our =urplus would

to visuagy
cortex

projeciil - eye, cell, optical
origin o, NeErve, image

impulses alon(% 1,. ' -‘-
layers of the opties

Wiesel have been able to demo
the message about the image fallir
retina undergoes a step-wise analyS
system of nerve cells stored in colum
this system each cell has its spe
function and is responsible for a spec
detail in the pattern of the retinal image.

value of the yuan against the d
in July and permitted it to tra

be allowed to trade freely. However
has made it clear that it will take its ti
tread carefully before allowing the yud
rise further in value.

[Image courtesy: Fei-Fei Li] &5



Looking for Similar Papers

¢ inbuuni-bonn.de
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Dense Planar-inertial SLAM with Structural Constraints
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“find similar papers by first counting the
occurrences of certain words and second
return documents with similar counts.”

I'his work proposes a novel teep network erchitacture to solve the camera Ego-Motion estimetion probiem. A moton estimation network generally leams
Teatures simiGr o Oplical Flow {OF) fisdds starding fram sequences of images. This OF can be described by o lawer dimensonal Bdent space. Previous
ragagncn has shown how 1o find Inesr approximations of this spaca. We progose 10 uga an Auto-Encoder netwerk to fing a nondinear representation of
{ke OF manifold. In acditon, we propese 1o leam the latent space jointly with the estimation task, so that the learned OF features become a mare robust
descriplion of Ihe OF mpul. We call Ihs noved archiieclure Latent Space Visud Odamelry (LS-VO). The experiments shaw thal LS-VO schieves a
considerable incresse n performances with respact to taselnes, while the numser of parameters of the estimaton network only sightly Incresses.




Bag of (Visual) Words

Analogy to documents: The content of a
can be inferred from the frequency of
relevant words that occur in a document

[Image courtesy: Fei-Fei Li] 7



Bag of Visual Words

= Visual words = independent features

features

[Image courtesy: Fei-Fei Li] g



Bag of Visual Words

= Visual words = independent features

= Construct a dictionary of
representative words

= Use only words from the dictionary

dictionary (“codebook™)

BAF - g (S pwr
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Bag of Visual Words

= Visual words = independent features
= Words from the dictionary

= Represent the images based on a
histogram of word occurrences

[Image courtesy: Fei-Fei Li]
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Bag of Visual Words

= Visual words = independent features
= Words from the dictionary

= Represent the images based on a
histogram of word occurrences

= Image comparisons are performed
based on such word histograms

LLL 2 L

_
I h w I h @

Il
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From Images to Histograms

[Image courtesy: Olga Vysotska] 12



Overview: Input Image
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Overview: Extract Features

[Image courtesy: Olga Vysotska] 14



Overview: Visual Words

[Image courtesy: Olga Vysotska] 15



Overview: No Pixel Values

[Image courtesy: Olga Vysotska] 16



Overview: Word Occurrences

[Image courtesy: Olga Vysotska] 17



Images to Histograms
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Where Do the
Visual Words Come Form?
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Dictionary

= A dictionary defines the list of words
that are considered

= The dictionary defines the x-axes
of all the word occurrence histograms
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Dictionary

= A dictionary defines the list of words
that are considered

= The dictionary defines the x-axes
of all the word occurrence histograms

= The dictionary must remain fixed

The dictionary is typically learned
from data. How can we do that?
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Extract Feature Descriptors
from a Training Dataset

Visual feature
descriptor vectors
(e.g., SIFT) o JU U U

[Partial image courtesy: Fei-Fei Li] 22



Feature Descriptors are Points
in a High-Dimensional Space

f

\

r

\

r

\

r

\

. [ N
\

p ®
®

o0 _ O
.. >

[Image courtesy: Fei-Fei Li]
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Group Similar Descriptors
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Clusters of Descriptors from
Data Forms the Dictionary

[Image courtesy: Olga Vysotska] o5



K-Means Clustering
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K-Means Clustering

= Partitions the data into k clusters
= Clusters are represented by centroids
= A centroid is the mean of data points

Objective:

= Find the k cluster centers and assign
the data points to the nearest one,
such that the squared distances to the
cluster centroids are minimized

27



K-Means Clustering for
Learning the BoVW Dictionary

= Partitions the features into k groups
= The centroids form the dictionary

= Features will be assigned to the
closest centroid (visual word)

Approach:

= Find k word and assign the features to
the nearest word, such that the
squared distances are minimized
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K-Means Clustering (Informally)

= Initialization: Choose k arbitrary
centroids as cluster representatives

= Repeat until convergence

= Assign each data point to the closest
centroic

= Re-compute the centroids of the
clusters based on the assigned data
points
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K-Means Algorithm

Initialize m;,i =1,....k, for example, to k random !
Repeat
For all &t ¢ X

1 if [l&f — m; || = min; || — m
g e = = ming = m,

0 otherwise

For allm@ 1 =1,....k

1{_2 btmt/z bt

Until m,; converge /

/ \

Re-compute the cluster Assign each data
means using the current point to the closest
cluster memberships cluster
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K-Means Example
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Summary K-Means

= Standard approach to clustering

= Simple to implement

= Number of clusters k must be chosen
= Depends on the initialization

= Sensitive to outliers

= Prone to local minima

We use k-means to compute
the dictionary of visual words
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K-Means for Building the
Dictionary from Training Data

[Image courtesy: Olga Vysotska] 33



All Images are Reduced to
Visual Words
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All Images are Represented
by Visual Word Occurrences
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Every image turns into a histogram
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Bag of Visual Words Model

= Compact summary of the image content

= Largely invariant to viewpoint changes
and deformations

= Ighores the spatial arrangement

= Unclear how to choose optimal size of
the vocabulary

= Too small: Words not representative

of al
= TOO

Image regions
arge: Over-fitting
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How to Find Similar Images?
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Task Description
= Task: Find similar looking images

= Input:
= Database of images
= Dictionary
= Query image(s)

= Output:
= The N most similar database

images to the query image ui
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Image Similarity by Comparing
Word Occurrence Histograms
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How to Compare Histograms?

= Euclidean distance of two points?

= Angle between two vectors?

= Kullback Leibler divergence (KLD)?
= Something else?

| S PR PR

[Image courtesy: Olga Vysotska]
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Are All Words Expressive
for Comparing Histograms?

= Should all visual words be treated in
the same way?

= Text analogy: What about articles?

| S PR PR

[Image courtesy: Olga Vysotska] 41



Some Word are Less Expressive
Than Others!

= Words that occur in every image do
not help a lot for comparisons
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= Example: the “"green word” is useless

[Image courtesy: Olga Vysotska] 42




TF-IDF Reweighting

= Weight words considering the
probability that they appear

= TF-IDF = term frequency - inverse
document frequency

= Every bin is reweighted

TV d N
log —
(% T,

bin normalize weight

tig =
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TF'IDF term fr/equency

n’ld N inverse
tig = — log — < geamen
bin of f nd nz

word i
in image d f

.d: histogram bin of word ¢ for image d

e 1,4 occurances of word 7 in image d

e 1,4 numbcr of word occurances in image d
e n,: number of images that contain word ¢

e N: number of images
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Computing the TF-IDF (1)
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Computing the TF-IDF (2)
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Reweighted Histograms
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Reweighted Histograms
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= Relevant words get higher weights

= Others are weighted down to zero
(those occurring in every image)

[Image courtesy: Olga Vysotska] 4g



Comparing Two Histograms

bl

Options
= Euclidean distance of two points
= Angle between two vectors

[Image courtesy: Olga Vysotska] 49



Comparing Two Histograms

bl

Options
» Euclidean distance of two vectors
= Angle between two vectors

BoVW approaches often use the
cosine distance for comparisons

[Image courtesy: Olga Vysotska] s5p



Cosine Similarity and Distance

= Cosine similarity considers the cosine
of the angle between vectors:

x'y
1] {ly]

cossim(x,y) = cos(f) =

= We use the cosine distance

XTy

deos(X,¥) =1 — cossim(x.y) =1 —

= Takes values between 0 anc

x[| |yl
1

(for vectors in the 1st quadrant)
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Example Comparing Histograms

= 4 Images

= Image 0 and image 3 are similar

4
N

[Image courtesy: Olga Vysotska] 52
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Example Comparing Histograms
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Example Comparing Histograms
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Images have a zero distance to themselves
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Example Comparing Histograms

[ 7 1 0.98 0
RPN 0 1 1
0.98 1 0 0.98
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Images 0 and 3 are highly similar
[Image courtesy: Olga Vysotska]



Cost Matrix
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IF-IDF Actually Helps

Orig Cosine Distance
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TF-IDF histograms

[Image courtesy: Olga Vysotska]
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Euclidean vs. Cosine Distance

= Cosine distance ignores the length of
the vectors

= For vectors of length 1, the squared
Euclidean and the cosine distance only
differ by a factor of 2:
[x—y[ = x-y) (x-y)
= XTX—QXTy—I—yTy
as |[x[| =|lyll =1
x-y]? = 2-2x'y=2-2cosf

= 2 dcos(xs Y)
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Comparison of Distance Metrics

Euclidean

cosine distance
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Comparison of Distance Metrics
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Similarity Queries

= Database stores TF-IDF weighted
histograms for all database images

Find similar images by
= Extract features from query image
= Assign features to visual words

= Build TF-IDF histogram for query
image

= Return N most similar histograms
from database under cosine distance
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Further Material

= Bag of Visual Words in 5 Minutes:
https://www.youtube.com/watch?v=a4cFONdcénc

5 Minutes with Cyrill
Bag of Visual Words
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Further Material

= Jupyter notebook by Olga Vysotska:
https://github.com/ovysotska/in_simple_english/bl
ob/master/bag_of_visual_words.ipynb
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TF-IDF weighting
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Further Material

= Bag of Visual Words in 5 Minutes:

htt

= Ju
htt

Ds://www.youtube.com/watch?v=a4cFONdcénc

pyter notebook by Olga Vysotska:

ns://github.com/ovysotska/in_simple_english/bl

ob/master/bag_of visual_words.ipynb

= Sjvic and Zisserman. Video Google:
A Text Retrieval Approach to Object Matching in
Videos, 2003:
http://www.robots.ox.ac.uk/~vgg/publications/pap
ers/sivic03.pdf

= TF-IDF information:
https://en.wikipedia.org/wiki/Tf%E2%80%93idf
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Further Material

= Bag of Visual Words in 5 Minutes:

htt

= Ju
htt

Ds://www.youtube.com/watch?v=a4cFONdcénc

pyter notebook by Olga Vysotska:

ns://github.com/ovysotska/in_simple_english/bl

ob/master/bag_of visual_words.ipynb

= Sjvic and Zisserman. Video Google:
A Text Retrieval Approach to Object Matching in
Videos, 2003:
http://www.robots.ox.ac.uk/~vgg/publications/pap
ers/sivic03.pdf

= TF-IDF information:
https://en.wikipedia.org/wiki/Tf%E2%80%93idf
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Summary

= BoVW is an approach to compactly
describe images and compute similarities
between images

» Based in a set of visual words

= Images become histograms of
visual word occurrences

= TF-IDF weighting for increasing the
influence of expressive words

= Similarity = histogram similarity
= Cosine distance
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Small Project
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Task Description

= Task: Realize a visual place
recognition system using BoVW

= Input:
= Database of images
= Query image(s)

= Output:

= The most similar 10 images to the query
image

= Implementation in C++

68



Hints

= Read/write features in binary files
for loading/saving the descriptor values

= Test k-means with tiny 2D examples
= k-means without FLANN will be slow
= FLANN = Fast approximate NN search

= FLANN is an approximation and it is
non-deterministic (output varies)

= Dictionary size to start with: 1000

= Visualize results by writing simple html
files and display them with your browser
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Data

= Download:
https://uni-bonn.sciebo.de/s/c2d0alebbe575fdba2a35a8033fle2ab

Freiburg dataset

= gps_info.txt (GPS w/ timestamps)

= image-timestamps.txt (image timestamps)
= imageCompressedCamO_00000000.png

= imageCompressedCamO_OOONNNN.png
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Data Example

-g.183 GPS_FUAR aps time=1337658786. AO5846, utctine=[3x1]
1337850707.108278 gq?gé 23}, lat= 455214315 ,lon=7.332358, 3:;1 1, sats=8, hd-:lrpmi iaa?aﬁam? S96654, utctinem 3]
S RAK 1 u 1 X
1337850707.558294 {9,11,24}, lat=48, 014315, Lon=7, 832350, qual=1, sats=8, hdop=1, 3
1.784 GPS_RAW aps time=1337R50708. 408274 ,utctime=[3x1]
1337850708.058266 {9,11,25}, lat=48. 014315, Llon=7 . 832358, qual=1, sats=&, hdop=1.3
1337850708.508274 % .902 . GPS._FAW . gps - d“me =1337B58709. 7TRA42E, utctine=[3x1]
9,11,26}, lat=48, 014315, Lon=7 832359, qual=1, sats=8, hdop=1.3
1337850709.008243 3.704 GPS_RAW gps time=1337R587 10, 502017 ,utctime=[3x1]
. {9,11,27}, lat=48. 814315, lon=7.832358, qual=1, sats=8, hdop=1. 3
1337850709.458249 4,586 GPS_RAK 'gp time=1337858711. 393786, utct ine=[3x1]
1337850709.958227 {9,11,28}, Lat=48, 414315, lon=7, 832350, qual=1, 5at5=5, hdop=1,3
5.9088 GPS_RAW aps time=1337R50712. TOALT3  utctime=[3x1]
1337850710.408230 {9,11,28}, lat=48. 014315, lon=7 . 832358, qual=1, sats=8& hdop=1.3
1337850710.908209 6.718 GPS_FAW aps Lime=1337850713. 507768, ukct ine=[3x1]
{9,11,30}, Lat=48. 814315, Lon=7 . 832350, qual=1, sats=8, hdep=1.3
133785@711- 358219 T.514 GPS_RAW aps time=1337R50714, 312165, utctime=[3x1]
19,11,31}, lat=48. 814315, lon=7 . 832358 qua'l 1,sats=8, hdop=1.3
1337850711.858189 B.320 GPS_RAK ' time=1337B58715. 718731, utct ine=[3x1]
1337850712.358196 {9,11,32}, lat=48, 814315, lon=7 832350, qual 1, 5805=8, hdop=1.3
9.723 GPS_AAW aps time=1337R507 16, 520946, utctine=[3x1]
9,11,33}, lat=48. 014315, lon=7 . 832358 qua'l =1, sats=8, hdop=1.3
16,524 GPS_RAK time=1337B58717. 322499, utct ine=[3x1]
{9,11,34}, lat=4A, 814315, Lon=7 832350, qual 1,5805=8, hdop=1.3
11,927 GPS_RAK aps time=1337E507 18, 724799 utctine=[3x1]

{_'EI 11 35} lat=48. F.'I‘LIIEIIE lon=7.832358,qual=1, sats=8, h|:||:r|:| 1.3
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Next Steps

1. Read the Jupyter notebook by Vysotska

2. Read “Video Google: A Text Retrieval
Approach to Object Matching in Videos” by
Sivic and Zisserman

3. Identify the key components to
implemennt

4. Identify dependencies as well as inputs
and outputs between components

5. Create a schedule and assign tasks
6. Go!
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Rules

= Team work in teams of two students
= Code all components yourself

Two exceptions:

1. Use OpenCV only for loading/displaying
images and for extracting SIFT features

2. If your nearest neighbor queries are too
slow, use approximate NN techniques
(FLANN - Fast Approximate Nearest Neighbor
Search in OpenCV 2.4+)
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