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Abstract: Micro aerial vehicles (MAVs) are an excellent platform for autonomous exploration. Most MAVs rely mainly on cameras for building a map of the 3D environment. Therefore, vision-based MAVs require an efficient exploration algorithm to select viewpoints that provide informative measurements. In this paper, we propose an exploration approach that selects in real time the next-best-view that maximizes the expected information gain of new measurements. In addition, we take into account the cost of reaching a new viewpoint in terms of distance and predictability of the flight path for a human observer. Finally, our approach selects a path that reduces the risk of crashes when the expected battery life comes to an end, while still maximizing the information gain in the process. We implemented and thoroughly tested our approach and the experiments show that it offers an improved performance compared to other state-of-the-art algorithms in terms of precision of the reconstruction, execution time, and smoothness of the path.
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1. Introduction

When performing autonomous 3D reconstruction, the exploration strategy determines the efficiency with which an accurate 3D model of the environment can be obtained. The problem of exploration consists of selecting the best viewpoints to cover the environment with the available sensors to obtain an accurate 3D model. When no a priori information about the environment is available, a popular approach to this problem is the iterative selection of the next-best-view. This approach consists in selecting online the next pose for the sensor that best satisfies certain criteria, usually related to the amount of information acquired by the new observations and the cost of actually executing the next action. Since no information about the environment is initially available, this kind of approach works in a greedy fashion, i.e., it is executed online during the mission and considers, at each iteration, the new measurements acquired by the sensor to plan the next pose. Therefore, the algorithm needs to store the information coming from the measurements, as well as which portion of the space has already been explored. Usually, this information is stored in a voxel grid, referred to in the rest of this paper as map, which is updated whenever a new measurement is available. Each voxel contains all the data needed for computing the next-best-view and has three possible states: unknown, free or occupied.

Due to their ability to move freely in all the three dimensions, micro aerial vehicles (MAVs) offer superior mapping capabilities compared to ground vehicles. Specifically, their small size and low weight allow for a high degree of mobility even in challenging environments. However, the use of MAVs introduces several challenges that an efficient 3D mapping pipeline must address. The main issue is the reduced payload that this kind of vehicle can carry. This restricts the available sensors mostly to cameras, instead of typically heavier 3D laser scanners. Moreover, the typical flight time...
of MAVs is limited and, when flying autonomously, the robot has to land safely when the battery life comes to an end. Finally, for outdoor flights, most countries require either manual piloting or a continuous supervision of the MAV by a human operator. From our experience, an operator can more easily predict the MAV’s trajectory if it is free of abrupt changes of direction and thus we prefer exploration paths of such type.

In this paper, we present an autonomous exploration approach for MAVs that takes the above-mentioned objectives into account and outputs, during the mission, the next pose to which the robot has to move. We assume the environment to be unknown, but we limit the space of the mission to given boundaries, in the form of a bounding box. We also assume to have in real time 3D measurements from the sensor, e.g., in the form of a pointcloud or a range image, dense enough w.r.t. the resolution of the voxel map. This data can come for example from a stereo camera, or from multiple observations by a monocular camera. Instead of constraining our approach to a specific sensor, we take into account directly the 3D data, which can come from any existing algorithm or sensor. Moreover, our approach requires the pose of the robot to be known. In our implementation, we obtain such information from a Visual Odometry/Inertial Measurement Unit/Differential GPS combination as described in [1], but any other Simultaneous Localization and Mapping (SLAM) system can be used. This paper is an extension of our previous work [2], published at the UAV-g 2017 conference.

Given a bounding box that contains the object of interest, for example a building that should be explored, such as the one in Figure 1a, our approach greedily selects, in real time, the next best viewpoint that maximizes a utility function that focuses on:

- reducing the uncertainty in the 3D model;
- producing a flight path with a small number of abrupt turns;
- producing a progressively safer path the longer the MAVs are flying to avoid crashes; and
- allowing a safe landing at the starting point within a user-specified time constraint.
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**Figure 1.** Given a scene containing an object of interest (a); our algorithm computes the best viewpoints to efficiently map the environment (b).

We constrain the motion of the MAV on a hull that initially surrounds the given bounding box and then is iteratively refined to always fit the known map at that given point in time. On this hull, we sample the candidate next-best-views and compute an approximation of the expected uncertainty reduction by taking into account the properties of the camera used for reconstruction. Moreover, we take into account a cost function that prevents the MAV to perform abrupt turns, in order to help a human operator to better supervise the mission. Additionally, the cost function has a time-dependent component that prevents the MAV from flying above obstacles, reduces progressively its altitude and
pushes it towards its starting point, allowing a safe landing within a specified time limit. Figure 1b shows an example of a path computed by our algorithm, together with the map acquired during the exploration.

We implemented our approach in C++ using Robot Operating System (ROS) and tested it in simulation as well as in a real indoor environment, along with other state-of-the-art algorithms. We claim that our approach (i) yields a map with a low uncertainty in the probabilistic model; (ii) avoids abrupt changes of direction during the flight; (iii) does not generate a longer path by taking into account the aforementioned aspects; and (iv) is able to compute the next-best-view online and in real time. Our experimental evaluation backs up these claims and shows that our approach leads to better results compared to some of the current state-of-the-art algorithms.

2. Related Work

The aim of the information-gain exploration problem is to select actions for the robot that lead to informative measure from its sensors. A popular approach to this problem is frontier-based exploration [3], which consists of selecting the next viewpoint on the boundary between the known free space and the unexplored space. This technique is widely used for 2D exploration, for example by Bourgault et al. [4], who focus on maximizing localization accuracy, Stachniss et al. [5], who represent the posterior about maps and poses using Rao–Blackwellized particle filters or, more recently, Perea Ström et al. [6], who additionally make predictions about the structure of the environment using previously acquired information. Frontier-based exploration is less popular when it comes to 3D exploration with MAVs, but some recent works have shown promising results. Fraundorfer et al. [7], for example, combine a frontier-based approach with a Vector Field Histogram+ algorithm and a Bug algorithm to efficiently explore both in dense and sparse environments. Shen et al. [8] identify frontiers using a stochastic differential equation that simulates the expansion of a system of particles with Newtonian dynamics to explore indoor environments. Cieslewski et al. [9], instead, extend the classical frontier-based approach for rapid exploration. The idea is to generate velocity commands to reach frontiers in the current field of view, instead of planning trajectories as it is typical for this approach. A related, but different approach is the one proposed by Bircher et al. [10], who employ a planner based on a receding horizon, using a random tree.

When applied to vision sensors for 3D reconstruction, the problem of exploration is commonly called active vision [11], active perception [12] or next-best-view [13]. Hoppe et al. [14] particularly focus on reconstruction and propose a structure-from-motion algorithm that provides, in real time, a visual feedback to a human operator. Dunn et al. [15], instead, start from an existing model and aim at refining it by choosing the next-best-view that best reduces its uncertainty. They represent the structure with adaptive planar patches and combine the covariance matrices of the patches and the texture properties of the object to select the next-best-view. Kriegel et al. [16] require less previous knowledge and focus on the completion of 3D objects. They employ a laser scanner and their algorithm is based on surfaces and not on volumetric representations. They select the next-best-view by taking into account the boundaries of the surface and the occluded areas. Pito [17] also presents a surface-based algorithm to map 3D objects with a range scanner. The general idea is to select the next-best-view that covers as much unseen space as possible while satisfying certain overlap constraints. Quin et al. [18] propose an alternative application of a next-best-view algorithm, targeting the full exploration of an environment with an RGB-D sensor mounted on a manipulator in a fixed position in the environment itself. The algorithm favors points that are close to the current one in the robot’s configuration space as possible next best viewpoints. Kranin et al. [19], on the other hand, consider a fixed sensor and use a manipulator to move an object in front of it. Their next-best-view algorithm is information-gain based but additionally takes into account the manipulator occlusions. Potthast and Sukhatme [20] target cluttered environments, and propose a solution based on probabilistic methods to compute the potential information gain of the candidate viewpoints. Trummer et al. [21], in contrast to most of the
previous approaches, use an intensity camera instead of a range scanner. They mount the camera on a
manipulator and compute the optimal next-best-view on a sphere around the object of interest.

Most of these approaches focus on reconstruction of small objects, while we are interested in large
scenarios such as the reconstruction of a building. One possibility is to perform the computations
offline given some a priori information of the environment. Bircher et al. [22] propose an approach
for computing a path to explore a large building with an MAV. They solve a travelling salesman
problem (TSP) to find the best path that connects the viewpoints that are sampled by knowing the
mesh of the building to explore. Their focus is on inspection path planning, meaning that they are
not interested in exploring an unknown environment, but rather in covering a known one. Schimd
et al. [23], similarly, exploit a previously known 2.5D model of the environment to compute every
non-redundant viewpoint and solve a TSP to minimize the path length. However, they assume the
given model to be coarse and their goal is, similarly to ours, an accurate 3D reconstruction from the
images acquired during the exploration. Another interesting approach is the one proposed by Schade
et al. [24], who explore the environment by planning a path, using the gradient of a harmonic function
based on the boundaries between known and unknown space on a 2D plane of a 3D occupancy grid.

The vast majority of the state-of-the-art consists of small variations of the main techniques
described above. For example, Haner et al. [25] do not only compute the next-best-view, but also take
into account a whole set of future imaging locations. Mostegel et al. [26] focus more on localization
stability rather than reconstruction and Sadat et al. [27] focus on maximizing feature richness. Similarly
to our approach, many greedy information-gain based exploration approaches boil down to an
algorithm that samples candidate viewpoints, computes an utility function that takes into account
the expected information-gain and other factors, and selects the viewpoint with the maximum utility
function. Delmerico et al. [28] describe a general framework for these kinds of methods and compare
different approximations for the information-gain, such as the one by Vasquez-Gomez et al. [29],
which optimizes the overlap between views and the angle of the sensor w.r.t. the surface, while
also taking into account occluded areas. Forster et al. [30] use a similar approach, but additionally
consider the texture of the explored surface in their information-gain approximation. Bai et al. [31] also
employ a similar method, but select the next-best-view using a deep neural network, in order to avoid
the commonly used (but computationally expensive) ray-casting for computing the approximated
information-gain. Charrow et al. [32], instead, use a two-step approach, consisting of generating a set
of trajectories, choosing the one that maximizes the information-theoretic objective and refining it with
a gradient-based optimization.

Finally, there are several approaches that do not focus on 3D reconstruction, but on different goals,
such as Freundlich et al. [33], who plan the next-best-view to reduce the localization uncertainty of a
group of stationary targets, Atanasov et al. [34], who focus on decentralized multi-sensor exploration,
or Strasdat et al. [35], who address the problem of which landmark is useful for effective mapping.

3. Our Approach to MAV Exploration

Information gain-based exploration is a frequently used approach for exploration. By moving to
the unknown space and making observations, the robot acquires a certain amount of new information
with its sensors until the whole space is explored and no further information can be obtained. More
precisely, information gain-based exploration seeks to select viewpoints resulting in observations that
minimize the expected uncertainty of the robot’s belief about the state of the world. In this paper,
we target at autonomous exploration with an MAV with the goal of obtaining an accurate model of the
scene. Since the problem of finding the optimal sequence of viewpoints for a complete exploration is
NP-complete, it is hard to compute the optimal solution for an exploring MAV online. In order to apply
the exploration approach with the available computational resources, we have to make approximations.
In the following sections, we first describe the information gain-based approach and then we focus on
the specific approximations and implementation details of our algorithm.
3.1. Information Gain-Based Exploration

We describe the uncertainty in the belief of the state of the world through the entropy $H(S)$:

$$H(S) = - \int p(S) \ln p(S) \, dS,$$

where $S$ is the state of the world. Using Equation (1), we compute the expected information gain $I$ to estimate the amount of new information obtained by taking a measurement $Z$ while following the path $P$:

$$I(S, Z^P) = H(S) - H(S \mid Z^P),$$

where $P$ is a collision-free path from the current position to the viewpoint $P$. Note that $P$ can be a simple straight line if there are no obstacles along it, or can be computed by a fast, low level path planner such as [36]. The second term of Equation (2) is the conditional entropy, defined as:

$$H(S \mid Z^P) = \int p(z \mid P) H(S \mid Z^P = z) \, dz,$$

where $z$ is the sequence of observations potentially obtained along the path $P$.

Unfortunately, reasoning about all the potential observations is an NP-complete problem, intractable in nearly all real world applications. Specifically, to obtain the optimal solution, it is necessary to take into account in advance all the possible sequences of viewpoints, which grows exponentially with the dimension of the measurement space and the number of measurements to be taken. To solve this problem, we approximate the conditional entropy so that it is efficient to compute, and we perform the exploration in a greedy fashion by iteratively selecting only the next best viewpoint.

Additionally, in practice, the action of actually recording a measurement has a cost, e.g., the distance that the robot has to travel or the time it takes to reach the new pose from its current one. Therefore, we aim at maximizing the expected information gain $I$ while minimizing the cost of acquiring the new measurement, and define to this purpose a utility function $U$ as:

$$U(P) = I(S, Z^P) - \text{cost}(P),$$

so that selecting the next viewpoint turns into solving

$$P^* = \arg \max_P U(P).$$

3.2. Restricting the Possible Viewpoints

As explained in Section 3.1, we require several approximations to achieve real-time, online computation. One of the most important issues to address is the selection of a set of next viewpoint candidates. In principle, this set contains the infinitely possible poses that a sensor mounted on an MAV can assume in an infinite 3D world.

As a first step, we delimit the space to explore to a user-specified bounding box, which can for example surround a building or an object. We define a hull that initially surrounds the bounding box (see Figure 2a) and we constrain the motion of the MAV to the hull. Whenever the robot has to select a new viewpoint, we dynamically adapt the hull to fit the explored building or object according to the map built so far (see Figure 2b). Additionally, we constrain the orientation of the MAV such that the sensor, which has typically a fixed vertical orientation, is always pointing towards the vertical axis passing through the centroid of the bounding box. In this way, we obtain a two-dimensional manifold on which each point is directly mapped to a six-dimensional pose. To compute the set of candidate viewpoints, we sample uniformly a fixed amount of points on the manifold (100 in our experiments, see Section 4) every time a new viewpoint needs to be selected. These approximations considerably
speed up the computation, but introduce some limitations. In particular, the constrained orientation might lead to a suboptimal exploration in case of structures with a particular shape, e.g., an L-shaped building with the concave corner facing towards the centroid of the bounding box and at an excessive distance from it. In this case, alternative solutions can be adopted, but it is important to consider the impact of them on the computational demands.

**Figure 2.** (a) the MAV’s movements are constrained to a hull (red dotted line) that is initially built around the user-specified bounding box (blue area delimited by dashed green border); (b) the hull is then adapted according to the new explored (yellow squares) and unknown (gray squares) voxels.

### 3.3. Measurement Uncertainty

We compute the measurement uncertainty of the sensor as the uncertainty of the depth obtained from two images, using the formulation proposed by Pizzoli et al. in their dense reconstruction approach [37]. Here, we briefly summarize the formulation and its derivation.

Given a pair of images $I_i$ and $I_j$, we compute the variance in the depth estimate of a 3D point $x$ as

$$\sigma_j^2 = (\|x^+\| - \|x\|)^2,$$

where $x^+$ is obtained by back-projecting the uncertainty of measuring the point $x$ in the image plane from image $I_j$. Figure 3 shows an illustration of the estimation.

**Figure 3.** The measurement uncertainty of a depth point from two images can be computed through $x$ and $x^+$ as elaborated in the REMODE approach [37] for 3D reconstruction from monocular images.

Following the derivation of Pizzoli et al. [37], we compute the norm of $x^+$ from the two angles $\beta^+$ and $\gamma$ and the base vector $b$ (see Figure 3). To compute these angles, we first need to define the direction $d$ of the 3D point from $I_i$, which is defined as

$$d = \frac{x}{\|x\|}.$$
and can directly be obtained given a calibrated camera. The vector $a$ from the second projection center to the 3D point is $a = x - b$, exploiting the base vector $b$ between both camera. This allows us to define the angle $\alpha$ between the base vector $b$ and the direction $d$ as

$$\alpha = \arccos \left( \frac{d \cdot b}{||b||} \right),$$

as well as the angle $\beta$ between the base vector $b$ and $a$:

$$\beta = \arccos \left( -\frac{a \cdot b}{||a|| \cdot ||b||} \right).$$

Under the assumption that we can localize a point in an image with a standard deviation of $\sigma_{\text{img}}$, we define the angle $\beta^+$, which is defined through $\beta$ plus the uncertainty of localizing the point in the image mapped into the space of directions:

$$\beta^+ = \beta + 2 \arctan \left( \frac{\sigma_{\text{img}}}{2f} \right),$$

where $f$ is the focal length of the camera. Typical feature points can be computed with an uncertainty $\sigma_{\text{img}}$ of 0.3 px to 1 px. In our current implementation, we use a constant uncertainty of 1 px.

As three angles within a triangle need to sum to $\pi$, we can compute the third angle $\gamma$

$$\gamma = \pi - \alpha - \beta^+,$$

and, finally, $||x^+||$, which, in turn, is used to compute $\sigma_j^2$ according to Equation (6):

$$||x^+|| = ||b|| \frac{\sin \beta^+}{\sin \gamma}.$$

In practice, we need two views of a 3D point in order to obtain a Gaussian estimate. The uncertainty of the resulting Gaussian directly depends on the angle $\gamma$. The closer $\gamma$ approaches $90^\circ$, the larger the uncertainty reduction.

3.4. Approximating the Information Gain

The main goal of our approach is to find the viewpoint that best reduces the uncertainty in the beliefs about all the points. This uncertainty reduction is given through the expected change in entropy. Thus, the mutual information for a Gaussian point estimate turns into

$$I(S_j, Z^k) = \frac{1}{2} \ln \left( \frac{\sigma_{x,k}^2 + \sigma_{x,j}^2}{\sigma_{x,k}^2} \right),$$

where $Z^k$ refers to the observations obtained at the camera location $P_k$, while $\sigma_{x,j}^2$ and $\sigma_{x,k}^2$ (computed using Equation (6)) are respectively the current uncertainty of point $x$ from view $I_j$ and the estimated uncertainty of the same point from view $I_k$.

As a result of Equation (13), the expected uncertainty reduction that results from a new image depends on the current uncertainty of the point estimate and on the measurement uncertainty, which itself depends on the geometric configuration of the new viewpoint with respect to the previous viewpoints.
3.5. Combining Information from Multiple Measurements

Starting from the formulation of the measurement uncertainty between two images, we can extend it to multiple images. Intuitively, the more views we add, the smaller the uncertainty becomes, i.e., any new observation of the point reduces its uncertainty, which is the main goal of our exploration strategy. Figure 4 shows how adding a third image reduces the uncertainty of the measured depth of a 3D point. If the point is seen by a single view of a monocular camera, we can compute the direction of the point, but not its depth. Therefore, the uncertainty is represented by a uniform distribution (shown in yellow in Figure 4). After the second view is obtained (or if a stereo camera is used), the uncertainty of the depth is normally distributed and can be obtained as explained in Section 3.3 (see the cyan distribution in Figure 4). From the third view on, the uncertainty is further reduced (see the dark green Gaussian in Figure 4 for an example).

\[ \Sigma_3 = \left( \omega (\Sigma_1)^{-1} + (1 - \omega)(\Sigma_2)^{-1} \right)^{-1}, \] (14)

\[ \mu_3 = \Sigma_3 \left( (\Sigma_1)^{-1} \mu_1 + (\Sigma_2)^{-1} \mu_2 \right), \] (15)

where \( \omega \) is a weighting parameter obtained typically by minimizing the determinant or the trace of \( \Sigma_3 \). To compute \( \omega \), we adopt the closed-form solution proposed by [38]. We approximate the distribution resulting from two images to be univariate, assuming the uncertainty only in the depth of the point seen from the first image, which in turn is assumed without uncertainty. Note that, to reduce the computational load, we compute the covariance intersection only between each new view and the first 10 from which the point has been seen.

Figure 4. Illustration of the reduction of the uncertainty in the estimate about the 3D point location given a third image.
3.6. Storing Information

To store the map of the volume to explore (i.e., the portion of the 3D space contained into the bounding box), we discretize it into voxels. For each voxel, we store the total uncertainty of the portion of space inside of it, as well as the viewpoints from which it has been observed. Note that we treat all the points in one voxel alike, i.e., we compute the expected uncertainty reduction per voxel only. Furthermore, as it is typical for occupancy grids, we assume each voxel independent from the others, therefore the total entropy is the sum of the entropy of each voxel. Voxels that are still unexplored have the maximum uncertainty, as no information exists about the state of the cell.

Each time the algorithm needs to choose a new viewpoint, it computes the total expected information gain of each candidate viewpoint by casting rays from that point and summing the expected information gain of all the voxels hit by the rays. Note that, since we acquire images at a constant frame rate, for each candidate viewpoint, we evaluate the information gain for all the intermediate images, by subsampling a computed path between the current position and the possible next one. When a new observation is obtained, we update the uncertainty stored in each voxel seen by the new image. We efficiently store the voxelized map using octrees with the C++ library Octomap [39]. This library can represent voxels with three states (occupied, free and unknown) in an occupancy grid. The API of Octomap allows for automatically updating the states of the voxels by using ray casting, given a depth image and the sensor’s pose. In our implementation, we use a maximum resolution of \(0.125\, \text{m}^3\), as we discretize the space into voxels with a size of \(0.5\, \text{m} \times 0.5\, \text{m} \times 0.5\, \text{m}\).

3.7. Changes in the Direction of Flight

As we mentioned in Section 3.1, the action of actually recording the next measurement has a cost, represented by the second term of Equation (4). We define this cost by taking into account the particular needs of an exploration algorithm for MAVs, as explained in this section and in the following one. A key problem of using autonomous MAVs is that, in most countries, a human operator is required to supervise the mission at all times, in order to intervene in case of malfunction or other emergencies. To this purpose, it is helpful if the operator is able to predict the trajectory of the robot, so that he or she can promptly take control of the MAV if it is about to perform a dangerous action. According to our experience, this is substantially simpler if the MAV avoids erratic motion, i.e., its trajectory is short and avoids abrupt changes of direction. Our approach achieves such a behavior by using the cost function:

\[
\text{cost}(P) = d(P) + \theta(P),
\]

where \(d(P)\) grows linearly with the length of the path \(P\) between the current location of the robot and point \(P\), while \(\theta(P)\) is a function that grows linearly with the maximum change in orientation that must be executed by the MAV along the path.

3.8. Time-Dependent Cost Function

Most available MAVs have a limited battery life. When planning a mission, it is essential to take the expected battery life into account to prevent the drone from crashing and eventually allowing a safe landing at the starting point. We achieve this by adding a time-dependent component to our cost function. Given a user-specified time limit for the mission, the algorithm dynamically computes a critical time value \(t_{\text{critical}}\), based on the trajectory needed to move the MAV from the current location to the starting point. In our implementation, this trajectory is computed by a low-level planner [36]. Once the elapsed-time reaches \(t_{\text{critical}}\), the algorithm adds the starting point to the list of possible next points and the time-dependent cost function activates. This has the effect of favoring the robot to:

- fly towards the starting point (for landing);
- avoid flying above obstacles to allow for a potential emergency landing; and
- fly closer to the ground to prevent possible impacts if the battery dies.
Note that, since the starting point is now part of the set of candidate next points, the MAV will land on it as soon as it is close enough.

Thus, we extend Equation (16) by adding the time dependent components, and we obtain the new cost function:

$$\text{cost}(\mathcal{P}, t) = d(\mathcal{P}) + \theta(\mathcal{P}) + T(t) [f(t) + d_{\text{start}}(t) + z(t)],$$

where:

- $T(t) = \begin{cases} 1, & \text{if } t \geq t_{\text{critical}}; \\ 0, & \text{if } t < t_{\text{critical}}. \end{cases}$
- $f(t)$ grows linearly with the elapsed time if in the map there are occupied voxels (excluding the ground) in the area below the MAV, it is equal to 0 otherwise;
- $d_{\text{start}}(t)$ grows linearly with the elapsed time and is proportional to the distance between the current position and the starting point;
- $z(t)$ grows linearly with the elapsed time and is proportional to the current altitude of the MAV.

These terms can be chosen in different ways. In our implementation, we represent the cost function as a weighted sum of the different terms, where the weights are tuned by hand. The functions $f(t), d_{\text{start}}(t)$ and $z(t)$ have dynamic weights that range between $w_{\text{min}}$ and $w_{\text{max}}$ and are computed as:

$$w(t) = \left( \frac{t_{\text{elapsed}}}{t_{\text{max}}} - 0.8 \right) \frac{w_{\text{max}} - w_{\text{min}}}{0.2} + w_{\text{min}}.$$  

Table 1 shows the weights that we use in our experiments. Note that, since the robot might still explore unknown space, this approach does not always guarantee its return to the starting point, but the whole process allows the MAV to increase its safety while still maximizing the information gain. The cost function in Equation (17), plugged in Equation (4), contributes together with the information-gain to the utility function we use to select the next-best-view.

<table>
<thead>
<tr>
<th>Function</th>
<th>Weight [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(\mathcal{P})$</td>
<td>1000</td>
</tr>
<tr>
<td>$\theta(\mathcal{P})$</td>
<td>30,000</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>$w_{\text{min}} = 5000, w_{\text{max}} = 6000$</td>
</tr>
<tr>
<td>$d_{\text{start}}(t)$</td>
<td>$w_{\text{min}} = 5000, w_{\text{max}} = 12,000$</td>
</tr>
<tr>
<td>$z(t)$</td>
<td>$w_{\text{min}} = 300, w_{\text{max}} = 4000$</td>
</tr>
</tbody>
</table>

4. Experimental Results

The main focus of our exploration algorithm is to select viewpoints for the purpose of an accurate 3D reconstruction of the environment. Therefore, each new viewpoint has the purpose of exploring new voxels and reducing the uncertainty of the already observed ones. Additionally, the selected viewpoints favor the MAV to follow a path free of sharp changes of direction to allow a human operator to predict more easily its trajectory. Furthermore, the algorithm takes the time into account for a safer flight and landing when the robot is about to run out of battery. Finally, our system has to be fast enough for a real-time execution, as the next-best-view is selected online while the MAV is flying.

Our experiments are designed to show the capabilities of our method and specifically to support the key claims we made in the introduction, which are: (i) our approach yields a map with a low uncertainty in the probabilistic model; (ii) it avoids abrupt changes of direction during the flight; (iii) it does not generate a longer path by taking into account the aforementioned aspects; and (iv) it is able to compute the next best viewpoint in real time and online on an exploring system.
We furthermore provide comparisons to two recent state-of-the-art methods: the exploration algorithm based on Proximity Count VI proposed by Isler et al. [40] and the one proposed by Vasquez-Gomez et al. [29]. We used the existing open source implementation by [40] of both the algorithms, while we implemented our approach from scratch using C++ and ROS.

4.1. Experimental Setup

We tested the three approaches with identical settings on a simulated environment, using the V-REP simulator by Coppelia Robotics (Zürich, Switzerland). We set all the parameters for the algorithms to the default values provided by Isler et al. [40], with the exception of the camera calibration, the ray caster resolution (reduced by a factor of 2), and the ray caster range of 20 m.

The robot in our simulation is a quadcopter with a camera mounted on the front and facing downwards with an angle of 45°, as typically vision sensors on MAVs are mounted with angles ranging from 0° to 90°. The camera has a field-of-view of 86°, a resolution of 2040 by 2040 pixels and a constant frame rate of 20 Hz. We assume to know the sensor pose, which, in practice, can be obtained from a SLAM system such as [1], which runs at 100 Hz on an MAV and operates with an uncertainty of few centimeters. As our algorithm is independent of the sensor used (see Section 1), we obtain the depth information directly from the simulator instead of computing it from the images acquired by the camera. In a real case scenario, this information can come, for example, from a structure from a motion algorithm, or from a stereo camera.

As the object to explore, we selected a building at the University of Bonn called Frankenforst (Figure 1a), and we imported in the virtual scene a 3D model of such building obtained from terrestrial laser scans (see Figure 5). We specified a bounding box around the building with a size of 29 m × 32 m × 25 m, which delimits the volume to explore. As starting locations for the MAV, we sampled 10 locations equally spaced on a circle on the ground around the building. We performed every test 10 times, with the robot starting from each of these 10 locations, performing a vertical take-off and then starting the exploration mission.

![Figure 5. Simulated environment in V-REP simulator. The scene contains the Frankenforst building and the MAV.](image)

During the execution of our algorithm, every time a new viewpoint had to be selected, we recomputed the hull representing the action space of the robot at a distance of 5 m from the occupied voxels in the map, and we sampled 100 points on it (see Section 3.2). Note that, for the comparison with [29,40], we disabled our time-dependent cost function and introduced a boolean cost function in the other two algorithms to prevent collisions, as the implementation by [40] does not provide a functioning collision avoidance system. We stopped the three algorithms after 40 viewpoints were approached.
4.2. Precision of the Reconstruction

The first evaluation is designed to support the claim that our approach selects viewpoints that increase the number of observed voxels and reduce the uncertainty of the already observed ones. We evaluate the precision of the 3D reconstruction by measuring the uncertainty of the observations obtained from the camera, using the formulation explained in Section 3.3.

Figure 6a shows the path and the map resulting from the execution of our algorithm after 40 computed viewpoints. Each voxel is colored according to the total uncertainty of the points it contains, with the colormap shown in Figure 6. For an accurate 3D reconstruction, the uncertainty should be “medium” or lower (from green to yellow in our colormap). The figure shows qualitatively that most of the voxels in the map have an uncertainty lower than the acceptable value, i.e., it is possible to accurately reconstruct the building in 3D from the acquired images.

![Figure 6. Result of the execution of our algorithm (a) and the approach by Vasquez-Gomez et al. [29] (b) after 40 computed viewpoints. The black line represents the trajectory and the model in the center is the result of the mapping. The voxels are colored according to their uncertainty.](image)

As a quantitative evaluation, Figure 7 shows how the normalized global uncertainty and the total number of explored voxel in the map evolve during the exploration. The figure shows mean values and standard deviations over our 10 tests described above. We define the normalized global uncertainty as:

\[
\sigma^2_{\text{global}} = \frac{\sum_{i=1}^{N} \sigma_i^2}{\sigma_{\text{max}}^2},
\]

where \( \sigma_i^2 \) is the uncertainty of the \( i \)-th voxel, \( N \) is the number of voxels in the map and \( \sigma_{\text{max}}^2 \) is the maximum possible uncertainty, i.e., the sum of the uncertainty of every voxel before the exploration starts. At the beginning of the exploration, every voxel has infinite uncertainty, simulated in practice by a large fixed value (in our implementation 10,000,000). Note that the metric we use depends on this maximum value. Therefore, we set the value identically for all algorithms so that the obtained performance measure allows for a fair comparison between the approaches. Moreover, since we use an octree to store the map, to compute this measure, we expand the tree to obtain all the voxels on the same level, i.e., we convert the map to a simple voxel grid for this evaluation. In both Figure 7a,b, the three algorithms show similar performances, with a slight advantage of our approach. Moreover, by looking at the std. deviations, it is clear that none of the algorithms are affected by the starting point of the flight, and, in general, the results are consistent among different flights.
4.3. Path Smoothness

A particular focus of our approach is the shape of the flight path. From our experience, a human supervisor, who is required by law in several countries, can more easily predict the trajectory of the MAV if it is free of abrupt turns. Our second evaluation supports our second claim, namely that our approach is able to select viewpoints that favor a path that avoids sharp changes of direction. This is qualitatively visible in Figure 6, where the path chosen by our approach, compared to the one by Vasquez-Gomez et al. [29], is fairly regular and basically performs larger turns only if the model requires it.

To compare this aspect between the different algorithms, we considered the angles of each change of direction and counted them. The histogram in Figure 8 shows the cumulative percentage of changes of direction for angles between $40^\circ$ and $180^\circ$, divided into 10 intervals. As the figure shows, the other approaches have no preference at all when choosing the direction to take for the next viewpoint (the bars have a linear trend). Our algorithm, on the other hand, chooses in 80% of the cases a point at an angle below $100^\circ$, thanks to our utility function, which takes this measure into account.

**Figure 7.** Quantitative evaluation of the reconstruction quality (mean values and std. deviations). (a) global uncertainty of the map at each selected viewpoint; (b) total number of explored voxels in the map at each selected viewpoint.

**Figure 8.** Cumulative histogram of the changes of direction.
4.4. Path Length

An important aspect of an exploration algorithm is the length of the path that the robot needs to follow to complete the procedure. In this section, we support our third claim, i.e., our algorithm has performances aligned to the current state-of-the-art in terms of path length, despite its utility function, which is designed for a more predictable path.

Figure 9a shows the total path length after approaching each next viewpoint. The best performing algorithm in this case is the one by Vasquez-Gomez et al., due to its utility function, specifically designed to create overlaps between the views. Our approach, instead, is aligned to the one by Isler et al. We also consider the uncertainty reduction and relate it to the travelled distance (see Figure 9b). The plot shows that, after 350 m, the three algorithms show a similar performance. Therefore, the longer distance between the single viewpoints is compensated by a better reduction of the uncertainty. Thus, we can conclude that our strategy to select viewpoints for a more regular path does not substantially affect the total length.

![Figure 9. (a) path length at each selected viewpoint; (b) map uncertainty versus traveled distance.](image)

4.5. Execution Time

The final comparison we make is between the execution time of the three approaches. Table 2 shows the average time spent to compute the next viewpoint on a single core of a regular Intel Core i7 CPU. In our tests, our approach performed about five times faster. In addition to that, Figure 10 shows the uncertainty against the elapsed time. As can be seen, our approach reduces the uncertainty faster while the time elapses and it is fast enough to be used in real time.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Time and Std. Deviation [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our algorithm</td>
<td>1.31 (±0.41)</td>
</tr>
<tr>
<td>Proximity count (Isler 2016)</td>
<td>6.53 (±1.56)</td>
</tr>
<tr>
<td>Vasquez-Gomez</td>
<td>6.58 (±1.56)</td>
</tr>
</tbody>
</table>
4.6. Time-Dependent Cost Function

The last aspect of our algorithm is its capability of selecting viewpoints that favor the MAV to move back to its starting point before it runs out of battery, while still taking into account the information gain expected from the new viewpoints. Figure 11 shows a path computed with a time limit. At first, the algorithm explores normally the building (black continuous path), but, when the critical time is reached, as shown by the square markers, the MAV flies towards the starting point, while still trying to reduce the uncertainty, keeping a low altitude and avoiding flying above obstacles.

![Figure 11](Image)

**Figure 11.** Path computed with the time-dependent cost function enabled. The square markers represent the path generated after the critical time, which moves the MAV back to the starting point.

4.7. Real World Experiment

We finally provide a test of our algorithm in the real world. We created a test environment composed by a structure of boxes in an indoor scene (see Figure 12b). The sensor we use is a ZED stereo camera by Stereolabs (San Francisco, CA, USA), which provides, out-of-the-box and in real time, the depth information computed from the stereo images. We run our algorithm with similar settings as the simulated tests, eventually scaled to the size of the new environment. In particular, we used the same weights for the cost function (see Table 1) and sampled the same number of candidate next viewpoints at each iteration (100), but we increased the map resolution by reducing the voxel size to 0.05 m per side, and we reduced the distance of the hull (representing the action space of the robot) from the occupied voxels in the map to 1 m. Figure 12a shows some frames acquired by the camera during the execution of the algorithm. Figure 12d shows the final map of the structure and the actual trajectory of the camera, after 60 computed viewpoints.
To test the use of our algorithm for a real 3D reconstruction case, we used the recorded image sequence as input for an offline, out-of-the-box dense reconstruction approach. Figure 12c shows the final dense pointcloud. Note that no contribution for the dense reconstruction approach itself is claimed here.

5. Conclusions

In this paper, we presented a novel approach for vision based autonomous exploration on MAVs. Our approach iteratively samples candidate viewpoints and greedily selects the optimal one using a utility function. This function takes into account the expected information gain from the new view, the distance from the current position to the new point and the change of direction of motion. Additionally, a time-dependent component in the function allows for a safer flight and landing when the MAV is about to run out of battery. We implemented our approach in C++ and ROS and evaluated it in simulated and real environments. We compared the approach to two state-of-the-art methods and our experiments suggest that our algorithm allows for a precise exploration while flying on a trajectory comparably free of abrupt changes of direction of motion, without sacrificing the path length and in an online, real-time fashion.
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