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ABSTRACT
This paper presents a new concept for 3D-surface reconstruction, which infers domain specific local 3D-structures in space from its observed local 2D-structures in multiple images using polymorphic relational image descriptions. A 3D-aggregation can combine these local 3D-structures and thus results in a 3D-boundary representation of man-made objects being useful for different analyses and simulations.

1 INTRODUCTION

Three-dimensional (3D) surface descriptions of man-made objects, especially buildings, are needed for a large number of tasks related to measurement, planning and construction and thus started lively research activities in the field of 3D-reconstruction from aerial images ([McGlone and Shufelt, 1994], [Lin et al., 1994]) and range information ([McKeown and McGlone, 1993], [Chung and Nevatia, 1992], [McKeown and McGlone, 1993]) or using information fusion techniques ([Haala, 1994]).

Quite a number of methods for 3D-reconstruction by stereo analysis have been proposed, which rely on edges extracted from the images and which incorporate additional constraints during the correspondence analysis, e.g., due to image geometry, perceptual grouping ([Roux and McKeown, 1994], [Chung and Nevatia, 1992]) or using information fusion ([Haala, 1994]).

For deriving a complete surface description of complex and generic objects we cannot expect classical stereo algorithms, working on two images or solely relying on edges or regions, to be capable of handling the complexity of natural scenes, which is caused e.g., by occlusions, low contrast, disturbing background structure and image noise. Exploiting rich image descriptions therefore appears to be a promising approach (cf. [Henricsson, 1995], [Bignone et al., 1996]).

The basic idea of our approach is to derive a 3D-surface description of the object by multiple correspondence analysis using polymorphic mid-level features which are derived from a relational image description while incorporating generic scene knowledge. This on the one hand allows to use relations between rich attributed features, on the other hand incorporates 3D scene knowledge leading to a stable reconstruction.

Section 2 presents the general framework for 3D-surface reconstruction. Section 3 describes the aggregation level we work on. Section 4 presents our strategy. To give an example section 5 describes the reconstruction of building-specific local vertex-aggregates in detail. Future work analysing the form of prereconstructed surface planes are presented in section 6.

2 GENERAL FRAMEWORK

The basic idea of our approach is to derive a polymorphic symbolic description $O$ of the object from $I$ image descriptions, i.e., segmentations $S_i$, $i = 1, \ldots, I$. As our experience analysing images with multiple overlap has shown a high stability with fully automatic subprocesses (cf. [Lang and Förstner, 1996], [Lüb and Ellenbeck, 1996]), we propose using multiple images simultaneously for exploiting a maximum of information being available.

Formally the problem of 3D-reconstruction is identical to estimating an unknown 3D-description $O$ given the 2D-descriptions $S_i$ based on the projection model:

$$S_i + D_i = f_i(O)$$  \hfill (1)

$f_i(O)$ describes the ideal projection of the 3D-structure, that is the ideal image model. $D_i$ denotes disturbances which for example are due to occlusions and the characteristics of the applied feature extraction. The estimation of $O$ leads to an optimization problem which can be solved e.g., by maximization of the probability

$$\hat{O} = \arg \max_O P(O \mid \{S_i\}).$$  \hfill (2)

In order to break down eqs. (1) and (2) we need to explicitly model the object and its appearance in the images. For the reconstruction it is decisive to choose an adequate level of aggregation in order to be able to express both the mapping function $f_i$ and the disturbances $D_i$.

3 BASIC MODELS

On the one hand the aggregation level should be high enough to avoid an exploding combinatoric complexity while solving the correspondence problem. On the other hand it should be low enough to be as insensitive as possible to any disturbances, that is they should be observable. The aggregation level motivating our reconstruction results from the experiences with a polymorphic feature extraction (cf. [Förstner, 1994], [Fuchs and Förstner, 1995]). Therefore we choose local aggregates of basic features as the interface between object and image.
3.1 Image Model

We start with a relational image description \( S \) which consists of a set of attributed points \( P \), lines \( C \) and regions \( R \) together with their mutual relations \( R \) contained in a feature adjacency graph (FAG). Based on this FAG point, line and region induced aggregates \( A(i) \), namely vertices \( V_i = A^{v_i} \), wings \( W_i = A^{w_i} \), cells \( C_i = A^{c_i} \) are derived.

These basic feature induced 2D-aggregates \( A(i) \) (cf. Fig. 1) have shown to be quite stable and to be observable with high probability in several images having a striking structural resemblance. They serve as starting point for our estimation of local 3D-structures \( A(i) \).

![Figure 1: point-, line- and region-induced local aggregates](image1)

For the time being this reconstruction by parts certainly is motivated by the observability within the segmentations \( S_i \) in the images. However, modeling the structure of complex buildings in a part-of hierarchy is generic enough for most applications (cf. [Steinhage, 1995]).

3.2 Object Model

For including scene knowledge into the reconstruction process, the 3D object model must be used at the same representation level like the image aggregates \( A(i) \) which we propose for reconstruction. Transferring these 2D aggregates \( A(i) \) into 3D results in a local boundary representation of parts \( P \) of the object which form the hierarchically structured 3D scene model (cf. [Braun et al., 1995]).

In addition to a purely geometric/physical model of the scene, we now have to introduce thematic information in order to exploit the generic scene knowledge about the object. This semantic modelling in a first step consists of class-labels for the 3D-aggregates.

Restricting to the domain of building reconstruction, our object \( O \) is described by a polyhedron consisting of attributed parts \( P \) of different classes being a set of corners \( C \), edges \( E \) and faces \( F \) which is identical to a part-of representation. Relations between those parts are not used at this stage of the development but may be added later.

Each object part \( P \) can be described by its geometric and its thematic description \( P \) while the thematic description \( T \) is represented by the object class labels \( \omega \) for the different part classes \( C, E, F \). We distinguish corners, edges and faces as different object parts:

- corners: \( C \) = \( V, W, C \)
- edges: \( E \) = \( W, E \)
- faces: \( F \) = \( C, F \)

The corresponding class labels of these object parts within the domain building are given by:

- \( C \) = \{gabled, point, eave, point, ...\}
- \( E \) = \{gabled, edge, eave, edge, ...\}
- \( F \) = \{flat, roof, rectangle, roof, triangle, roof, ...\}

![Figure 2: building decomposition into faces \( F \), edges \( E \) and corners \( C \), which are used for reconstruction.](image2)

4 STRATEGY

Our strategy follows the hypothesize-and-verify paradigm. By using building specific aggregates a high integration of 2D and 3D reasoning is achieved. We therefore propose an early transition to object space by matching local basic aggregates \( A(i) \). Those reconstructed 3D-aggregates \( A(i) \) can be semantically attributed which leads to hypotheses for a domain specific interpretation \( P \) of parts of the object. This interpretation provides sharp restrictions during the verification process and for a subsequent grouping of object parts \( P \) in space which is necessary to get a complete surface description \( O \).

On the one hand this 3D information derived is more expressive than solely 2D image information, on the other hand in object space a direct interaction with a 3D model for integrating scene knowledge is possible.

The reconstruction process consists of the following steps:

1. Hypotheses generation:
   - (a) hypotheses for corresponding aggregates: By identification of building specific aggregates \( A(i) \), a hypotheses set of corresponding aggregates is established taking into account scene independent constraints like epipolar geometry. For guiding the search at the very beginning the identification of structures depends on a uniqueness criterion. It is expressed by the probability for finding corresponding aggregates in the other images. Later, the selection of aggregates further depends on a heuristics based on connections to previously reconstructed and verified object parts \( P \) as connections in space are likely to show connections between image aggregates and features itself. This is similar to the idea of an invocation tree presented in [Draper et al., 1989].
2. Hypotheses verification:
Using each interpreted 3D reconstruction as hypothesis, the estimation procedure is initialized as a multiple image matching procedure. The best mapping is defined by an optimization function, forcing the result to be locally consistent. This takes into account:

- **Specific scene knowledge** which contains constraints on orientation of edges and planes in space, likely relations between the basic features, and possibly symmetry properties of the features or their relations as they are defined for class label $\omega_{ij}$.
- **Quality measures** for the extracted features including their relations. They result from previous investigations into the noise behaviour of our feature extraction FEX, presented in [Fuchs et al., 1994].

Thus the differences between the projected 3D-structure $O$ and the observed 2D-structures $S_i$ together with the errors of the feature extraction comprise the total structural error $E_i$ of the observed evidences which are to be optimized.

We start the reconstruction based on a set of point induced local aggregates, called vertices $V_i = A_P$, derived by directly analyzing the feature adjacency graph FAG (cf. fig. 3). The reason to choose point induced aggregates is that for these local aggregates the imaging geometry leads to sharp constraints within solving the correspondence problem. Moreover, the information gain in 3D is quite large as an ideal vertex $V_i$ in object space is represented by a node point, several edges branching off and each pair of edges defining an object plane. This definition of 3D object planes can be used for a specific analysis e.g. a form analysis of the object parts lying in this plane for finding missing vertices of the object. An example for segment form analysis using iconic image information within a previously reconstructed object plane is given in section 6.

5 CORNER RECONSTRUCTION

The corner reconstruction is based on point induced vertex aggregates $V_{ij}$. Each vertex is represented by its node point $P$ and its neighbouring features $F$ including their geometric attributes and the relations $R_{ij}$ between those features. It can be derived directly from the FAG. The different processing steps within generation and verification of hypotheses are described in the following.

5.1 Hypothesis Generation

The generation of hypotheses is subdivided into 2 parts:

- **Finding vertex hypotheses:** The first step consists in the data driven generation of a set of corresponding vertices $V_i$ leading to a set of hypotheses for 3D-vertices $V_{ij}$. Each vertex structure $V_{ij}$ is classified by a MAP classification which evaluates the conditional probability $P(\omega^C_i | V_{ij}) = P(\omega^C_i | d, c)$ for each $V_{ij}$. This takes into account different discrete $d$ and continuous $c$ criteria of that vertex $V_{ij}$. The classification criteria serves for selecting strong vertices, i.e., vertices which can be found with high probability in the other images. It evaluates:
  - the number of lines $L$.
  - the length of lines $L$.
  - the number of regions $R$.
  - the number of lines $L$ which are parallel to any previously reconstructed line.

This classification and probabilistic evaluation leads to a priority list of vertices. The search for corresponding vertices starts with selecting a vertex $V_{ij}$ in one of the images following this list. Restrictions for corresponding vertices are given due to epipolar geometry. The priority list is also used for steering the search for correspondences out of the set of vertices which fulfil the constraints of imaging geometry.

Fig. 3 shows 6 evaluated vertices of the sorted priority list in one of the images. Fig. 4 shows all vertices which are possible correspondences for one of the selected vertices, based on the imaging geometry.

Additional heuristics for the selection of the next vertex structure to be analysed are used after the previous vertex has been successfully reconstructed. E.g., following edges or segments of previously reconstructed vertices can restrict the set of vertices $V_{ij}$ which shall be analysed in the next step.
Thus we focus the reconstruction on vertices that are connected to already reconstructed object part as a connection to object parts in space probably leads to a connection of image structures.

b. Finding corner hypotheses: The second task within hypothesis generation is the model driven interpretation of the set of corresponding vertices \( \{V_{ij}\} \) by integrating the object model of building specific corners \( C_{ij} \). Therefore a preliminary reconstruction is executed which solves the one-to-one mapping of the features \( F \) by relational matching of the local vertex aggregates \( \{V_i\} \). This results in a preliminary estimation \( V^*_o \) of a 3D vertex. Each hypothesis \( V^*_o \) is semantically interpreted and classified to a corner \( C_{ij} = (V_{o_j}, \omega^o_{ij}) \) of class \( \omega^o_{ij} \). For classification we analyse the line orientation in space discriminating 5 types of orientation, namely \{ horizontal (h), oblique+ (+), oblique- (−), vertical+ (v+), vertical- (v−) \}. The sign symbolizes a positive/negative slope related to the position of the corner point (cf. [Gülich, 1992]). In addition, symmetries to the ridge and planes being vertical are analysed to obtain a more detailed division into subclasses. The corner classes we have modelled up to now are covering 4 building types, namely \{ flat roof, non_orthogonal flat roof, gable roof and hip roof \}. The corresponding corners are shown in Fig. 5. As far as an unambiguous classification can not to be reached, all possible classifications have to be analyzed during the verification step.

Figure 5: shows the 8 corner classes we are using up to now, which are sufficient for the part of description of 4 building types, namely \{ flat roof, non_orthogonal flat roof, gable roof and hip roof \}.

Figure 6: shows the result of parameter estimation for corner class no. 5 (left) and no. 6 (right) for a gabled roof house. As the right example shows, the model-based parameter estimation is capable to compensate partial occlusion of a corner, e.g. missing eaves lines or missing vertical lines in some of the images.

Observe that this classification also can be used in more complex situations because only local structures are analysed.

5.2 Hypothesis Verification

After hypotheses generation we start the model driven verification of the hypotheses \( V_o \) by integrating 3D-scene knowledge of a building specific corner model \( C_o \) of class \( \omega^o \). The interpretation is evaluated by maximization of the probability for a given hypothesis \( j \), omitting the index \( j \) for clarity.

\[
P(C_o \mid \{V_i\}) = \frac{P(\{V_i\} \mid C_o) P(C_o)}{P(\{V_i\})} \tag{3}
\]

which essentially needs the likelihood function, breaking down the conditional probabilities.

\[
P(\{V_i\} \mid C_o) = P(F(g), R(C_o) \tag{4}
\]

\[
P(\{V_i\}, C_o) P(F(g) \mid C_o) \tag{5}
\]

The probability \( P(C_o) \) for having corner of class \( \omega^o \) can be obtained empirically. In case of complete modeling the denominator in (3) can be obtained by normalization. Otherwise at least probability ratios between the different hypotheses can be obtained.
Figure 7: Selected vertices are automatically reconstructed in 3D. The first row shows the original images. The second row visualizes the partially reconstructed roof in 3D composed by different corners. On the left side 4 corners are used, on the right the building is composed by 3 corners.

With restriction to binary relations \{R_{m,m'}\} between feature \(F_m\) and \(F_{m'}\) and assuming the conditional independence of the features this leads to

\[
P(V_i | C_o) = \prod_{m} P(F_m(g) | C_o) \cdot \prod_{m,m'} P(R_{m,m'} | F_m, F_{m'}, C_o) \quad (6)
\]

thus allowing the integration of quality measures for the extracted features including their relations. For evaluation of the geometry \(G\), e.g., of the geometric parameters \(g\), the classical modeling techniques of observation errors can be used. Using the observations \(y = f(g)\) being a function of the geometric parameters \(g\), the evaluation can be derived from the residuals \(y - \tilde{y}\) of the optimal estimation \(\tilde{y}\) for \(y\) using the probability density function \(p(g)\) in case the feature exists and has been successfully matched to the model.

\[
p(g(F | \exists F) = \text{matched}, C_o)
= \frac{1}{(2\pi)^{n/2}(\det \Sigma_g)^{1/2}} e^{(-\frac{1}{2}(y-\tilde{y})^T \Sigma_g^{-1} (y-\tilde{y}))} \quad (7)
\]

The evaluation of the existence of the features and their relations has been studied earlier (cf. [Fuchs et al., 1994]).

Figure 6 shows the result of the parameter estimation for two different corner classes using 4 images simultaneously. The achieved accuracy of the reconstructed vertex point is about \(\sigma_x = \sigma_y = \pm 6\) cm and \(\sigma_z = \pm 15\) cm. The accuracy of the orientation of the corners is about \(\sigma_x = 0.6 [\text{deg}]\) while the reconstruction of the slope of the roof is by \(\sigma_{\text{slo}} = 2 [\text{deg}]\). The image scale we used is \(1 : 5000\) with \(30\mu m\) pixel size. The results of the partial reconstruction of two different houses contained within the data set for the Ascona Workshop 1995 on Automatic Extraction of Man-Made Objects from Aerial and Space Images (cf. [Gün et al., 1995]) is shown in figure 7. These results form the basis for a second independent step where global knowledge needs to be included to enforce global unambiguity and completeness.

6 Future steps

The definition of 3D object planes which results from the corner reconstruction can be used for a form analysis of faces lying within this plane to get a better region segmentation by multi image analysis. Thus cells can be used for bridging missing vertices of the object.

Fig. 8 shows first results of a refinement of the initial segmentation which we achieved by fusion of the 4 images rectified to one reconstructed plane. By simply averaging the greyvalues and repeating feature extraction we derived the polygon shape that can be used as approximation for precise form estimation either working on the iconic or on the symbolic level. Thus we can fully exploit the image content of multiple images simultaneously. A procedure for segmenting surfaces which is based on the physical model of the imaging process working on the iconic level is presented in [Brunn et al., 1996].
7 CONCLUSIONS

In this paper we presented our concept for 3D-surface reconstruction of man-made objects, especially for building extraction using feature aggregates. Our approach shows some unique features:

1. Polymorphic mid-level features for matching. In contrast to previous work the reconstruction takes place at a higher abstraction level using a polymorphic feature description having the advantage of a large number of attributes and relations between features which stabilizes the reconstruction process.

2. Multi-image matching. Our approach intentionally allows to use more than two images, as in this application occlusions would prevent complete reconstruction from only two images.

3. Integration of scene knowledge. Generic scene knowledge is used at various stages in our setup. Scene specific structures are selected and evaluated depending on their consistency with local scene properties, such as verticality or horizontality, and are locally merged based on expected neighbourhood relations in 3D.

4. Quality evaluation of data, models and results. The control of the search for a solution and the evaluation of the intermediate hypotheses as well as the final result is based on statistical measures, derived from the original data and from training data.

The reconstructed 3D aggregates can be connected by a grouping in space which finally leads to a complete 3D surface description.
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