16.1 Introduction

16.1.1 Image Matching and Object Reconstruction

Many computer vision tasks require the analysis of two or more images. Time-varying sequences for recognizing parts on a conveyor belt based on their three-dimensional shape or for the visual inspection of the geometry of manufactured parts; for the medical diagnosis of beating hearts; for monitoring land use; for deriving topographic maps from satellite or aerial imagery; can only be accomplished if, at least, pairs of related images are available. Other examples include the analysis of slices of computer tomography images. In principle, the inherent goal of these tasks is object reconstruction, that is, the determination of an object’s pose or shape.

The situation we predominantly want to discuss here is symbolically sketched in Fig. 16.1(a). A concrete example is given in Fig. 16.1(b). The object is mapped into the images $I^1$ and $I^2$, and possibly further images $I^r$, via the transformations $T_0^1$ and $T_0^2$, and possibly additional transformations $T_o^k$. These transformations describe all aspects of the imaging process, namely, illumination, reflectance, sensing, and the like. They essentially depend on the geometry of the object (form, pose), of the illumination sources (point, line, or area source), of the sensing devices (interior orientation), and so on.

The mapping can be summarized as

$$I^k = T_0^k(p_G, p_R, p_P, p_A, \ldots)$$

This chapter was written by Wolfgang Förstner.
Figure 16.1 General setup of object reconstruction and image matching. (a) The object is mapped to $I^1$ and $I^2$ via the transformations $T_0^1$ and $T_0^2$. If enough images $I^k$ are available, the reconstruction of the imaging process is possible in principle. If the reflectance properties of the surface $O$ can be derived from one image, the compound transformation $T_2^1 = T_0^1 \cdot (T_0^2)^{-1}$ contains only geometric parameters that may be derived by using image-matching techniques. (b) The setup for two perspective images (from Wrobel, 1987). The reconstruction of the surface is possible either by a direct solution of the parameters describing the surface’s geometry and reflectances or by forward intersection after having established correspondences between homologue image features and interpolation.

where $p_G, p_R, p_P, p_A, \ldots$ represent generally unknown parameters specifying the geometry and the reflectance properties of the object, the pose of the camera $k$, and the atmospheric response. Nearly all object reconstruction tasks, such as those mentioned above, can be modeled this way, possibly after including dynamic models for describing the change of the object over time. If enough images are taken, one in principle can recover the parameters from the observed intensities. Otherwise further regularization has to be applied by putting additional constraints onto the parameters. For analyzing perspective images, the most general case that has been realized assumes that the atmospheric parameters are known, the orientation parameters are restricted to six per image, and the reflectance and surface functions are
described in a finite-element fashion (Helava, 1988; Ebner et al., 1987; Wrobel, 1987).

The general model assumes that the relation between object points or features and image points or features is established. This correspondence between object and image can be found automatically if constraints hidden in the transformation can be made explicit—for example, if the object’s geometry is restricted to a polyhedron and if the surface reflectance obeys some regularities. In many cases these constraints and regularities are tight enough to enable one to find homologous features in the images—that is, to establish correspondences between image features—without explicitly referring to the object’s properties. In the extreme case, only two images are sufficient to recover the object’s form. It is this special case of image matching that we want to discuss in this chapter.

Formally, we want to assume that the transformations \( T_k^i \) are one to one, except perhaps up to a few parameters. Thus we assume that we can derive the reflectance parameters \( p_R \) from one image, given all other parameters. This implicitly excludes transparent surfaces or occlusions. The image \( I^2 \) can be predicted from \( I^1 \) by using the compound transformation

\[
T_2^1 = T_0^1 \cdot T_2^0 = T_0^1 \cdot (T_0^2)^{-1}(p_G, p_R, p_{P1}, p_{P2}, p_A, \ldots)
\]

The geometric part now contains the inverse perspective of image \( I^2 \), thus including the surface undulations, and also the perspective of image \( I^1 \). Only part of the pose parameters, \( p_{P1} \) and \( p_{P2} \), can be derived, namely, those that do not depend on the external coordinate system of the object. The radiometric part is eliminated or at least restricted to a few parameters \( p_R \) if the reflectance does not depend strongly on the shape or the pose of the object, as in, for example, diffuse reflectance. In this case the difference between \( I^1 \) and \( I^2 \) is governed by the form of the object.

Under these restrictions the task of image analysis in all these applications is to establish correspondence between the images or to bring the images into registration. For perspective images the techniques of analytic photogrammetry (see Chapter 14) may be used to determine pose parameters or three-dimensional coordinates of object points.

### 16.1.2 The Principle of Image Matching

Image matching starts from two digital or digitized images or image patches \( I' \) and \( I'' \). Their size may vary from \( 5 \times 5 \) pixels for tracking points in image sequences to \( 10,000 \times 10,000 \) pixels for registering satellite images. Let the points \( P' \) and \( P'' \) of images \( I' \) and \( I'' \) have coordinates \( (r', c') \) and \( (r'', c'') \) and intensities \( g' \) and \( g'' \), respectively. Assume that if \( (r', c') \) and \( (r'', c'') \) are corresponding points, their coordinates can be related by

\[
(r', c') = T_G(r'', c''; p_G)
\]

where \( T_G \) is a specified geometric spatial-mapping function reflecting the knowledge about the geometric relation between the images, and \( p_G \) is a set or a vector of unknown parameters.
The intensities on one image can be related to those on the other by

\[ g' = T_I(g''; p_I) \]  \hspace{1cm} (16.2)

where the intensity-mapping function \( T_I \) contains the knowledge about the intensity relation between the images, again with the vector \( p_I \) being unknown. This leads to the complete model of image matching

\[ g'(r',c') = T_I\{g''[T_G(r'',c''; p_G)]; p_I \} \]  \hspace{1cm} (16.3)

The mapping functions \( T_G \) and \( T_I \) may be deterministic, stochastic, and/or piecewise continuous.

For optical or range images, the correspondence of points \( P' \) and \( P'' \) means that \( P' \) and \( P'' \) relate to the same point on the object. An arbitrary pair of points \((P', P'')\) may have two states: \( P' \) and \( P'' \) are corresponding or they are not corresponding. As shown in Fig. 16.2, the problem of image matching or correspondence now consists of two parts:

1. Finding all corresponding points;
2. Determining the parameters \( p_G \) and \( p_I \) of the mapping functions \( T_G \) and \( T_I \).

The solutions of parts 1 and 2 are not fully equivalent: The solution of part 1 usually does not imply a solution of part 2, as no explicit or implicit determination of the intensity mapping is available. But the solution of part 1 can be derived from the solution of part 2 if the spatial mapping is applied to all positions. In practice, however, this is neither feasible nor necessary, as the mapping function for physical reasons can generally be assumed at least piecewise smooth; thus only a limited number of corresponding points are sufficient to reconstruct the mapping function.

**Figure 16.2** Principle of image matching and correspondence: (1) Find corresponding points \( P' \) and \( P'' \), and (2) determine mapping function \( T \).
This implicitly assumes that the sampling theorem holds for the representation of the geometric spatial mapping.

Most approaches use only a limited number of points and explicitly or implicitly use mapping functions of the type represented in Eqs. (16.1) and (16.2). The solution is always based on the intensity functions $g'$ and $g''$ or on the attributes $a'$ and $a''$ of the points

$$P' = P'(r', c'; a') \quad \text{and} \quad P'' = P''(r'', c''; a'')$$

derived from the intensity functions in a neighborhood around $(r', c')$ and $(r'', c'')$.

The solution then is achieved in a three-step procedure:

1. Select appropriate image features in one or in both images, possibly by using an interest operator to derive a list of interesting points or edges in one image and another list for the second image. The selection of image features in only one image may be done using the intensity function as the describing attribute. The list of all (feasible) positions in the second image must then be searched by an area- or intensity-based image-matching procedure.

2. Find corresponding feature or point pairs $(P'_i, P''_j)$, with $P'_i$ from the first list and $P''_j$ from the second list, that fulfill the criteria of similarity and consistency. Similarity is based on the attributes $a'_i$ and $a''_j$ of the features or points and thus on the properties of the intensity function, whereas consistency is based on the degree to which the spatial-mapping function is fulfilled. Both similarity and consistency usually are used in an algorithm to find an optimal solution, which obviously requires a relative weighting between similarity and consistency.

3. For stereo images, one may have to interpolate the parallaxes $(r'' - r', c'' - c')$ between the selected feature or point pairs in order to obtain a dense parallax field. This interpolation may be based on the spatial-mapping function. However, quite different interpolation schemes may also be used, especially if $T_G$ is only given implicitly, for example, by the algorithm to optimize the consistency.

Practically all methods for image matching follow these steps but use significantly different image features, similarity or consistency measures, algorithms, and mapping functions. Some methods are based on the structure of the image content, and thus on a relational description of the images (Price, 1985; Boyer and Kak, 1986, 1988). These methods will be discussed in the following two chapters in detail.

### 16.1.3 Image Matching Procedures

Table 16.1, which is by no means exhaustive, summarizes the main properties of some matching algorithms. The applications lie in image sequence analysis (TV scenes, robotics, tracking, visual navigation) and in surface reconstruction from stereo images. The approach of Stockman, Kopstein, and Bennett (1982) and Stockman (1987) has also been applied to object location in industrial environments.

Most interest operators either try to use no knowledge about the scene and select edges, blobs, or statistically defined points or they rely on special properties
Table 16.1  Properties of some correspondence algorithms for image matching.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Features and Attributes of Interest Operator</th>
<th>Similarity Measure</th>
<th>Mapping Function and Interpolation Algorithm</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hannah</td>
<td>1974</td>
<td>Variance</td>
<td>Correlation</td>
<td>NP /-</td>
<td>Local search ST H</td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>Moravec</td>
<td></td>
<td></td>
<td>ST</td>
</tr>
<tr>
<td>Barnard and</td>
<td>1980</td>
<td>Moravec</td>
<td>Intensity difference</td>
<td>NP/-</td>
<td>DR</td>
</tr>
<tr>
<td>Thompson</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IS</td>
</tr>
<tr>
<td>Dreschler</td>
<td>1981</td>
<td>Corners Blobs</td>
<td>Intensity difference class Interest value</td>
<td>NP /-</td>
<td>DR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IS</td>
</tr>
<tr>
<td>Baker and</td>
<td>1982</td>
<td>Edges</td>
<td>Sign Strength</td>
<td>NP/ Linear</td>
<td>DP</td>
</tr>
<tr>
<td>Binford</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ST</td>
</tr>
<tr>
<td>Grimson</td>
<td>1981</td>
<td>Edges</td>
<td>Direction sign</td>
<td>NP/ PW, smooth</td>
<td>NN</td>
</tr>
<tr>
<td></td>
<td>1985</td>
<td></td>
<td></td>
<td></td>
<td>ST</td>
</tr>
<tr>
<td>Stockman</td>
<td>1982</td>
<td>Abstract edges</td>
<td>Class</td>
<td>Similarity transformation Clustering</td>
<td>Registration object location</td>
</tr>
<tr>
<td>Kopstein, and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bennett Stockman</td>
<td>1987</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benard</td>
<td>1983</td>
<td>edges</td>
<td>grad. + intens. diff., direction</td>
<td>NP linear</td>
<td>DP</td>
</tr>
</tbody>
</table>

Source: Adapted from Förstner, 1986a

Note: NP=non-parametric, PW=piecewise, DR=discrete relaxation, R=relaxation, IS=image sequence, DP=dynamic program, NN=nearest neighbor, H=hierarchical, ST=servo, and ACF=auto-correlation function.

of the scene, assuming the ability to find corners or junctions of edges. In all cases the attributes of the features are derived from local neighborhoods of the points.

The applied similarity measures reflect the assumed intensity-mapping function. In the most simple case of identity mapping $g' = T_i(g'') = g''$, intensity differences serve to measure similarity. If the product moment correlation coefficient is used to measure similarity, $T_i$ implicitly is assumed to be linear: $g' = ag'' + b$. If, however, the intensities are assumed to vary regionwise, properties of edges may be used to measure similarity.

A similar link between consistency measure or interpolation method and surface type can be established in the case of stereo images in normal orientation.
Table 16.1 — Continued

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Features and Attributes of Interest Operator</th>
<th>Similarity Measure</th>
<th>Mapping Function and Interpolation</th>
<th>Algorithm</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nagel and Enkelmann</td>
<td>1983</td>
<td>Corners</td>
<td>Intensity difference</td>
<td>PW smooth</td>
<td>R</td>
<td>IS</td>
</tr>
<tr>
<td></td>
<td>1986</td>
<td></td>
<td>Interest value</td>
<td>dto.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Förstner</td>
<td>1984</td>
<td>Roundness and curvature of ACF corners Blobs</td>
<td>SNR Interest value</td>
<td>Affine</td>
<td>R</td>
<td>ST</td>
</tr>
<tr>
<td></td>
<td>1986</td>
<td></td>
<td>Distinctness</td>
<td>dto.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zimmermann and Kories</td>
<td>1984</td>
<td>Blobs</td>
<td>Class</td>
<td>NP/-</td>
<td>NN</td>
<td>IS</td>
</tr>
<tr>
<td>Faugeras</td>
<td>1985/</td>
<td>Edges</td>
<td>Orientation sign</td>
<td>NP /-</td>
<td>Hypothesis</td>
<td>ST</td>
</tr>
<tr>
<td>Ayache and Faverjon</td>
<td>1987</td>
<td></td>
<td></td>
<td>Verify</td>
<td></td>
<td>IS</td>
</tr>
<tr>
<td>Ohta and Kanade</td>
<td>1985</td>
<td>Edges</td>
<td>Intensity difference</td>
<td>NP/F</td>
<td>DP</td>
<td>ST</td>
</tr>
<tr>
<td>Kanade</td>
<td>1987</td>
<td></td>
<td>Interest value</td>
<td>Linear</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barnard</td>
<td>1986</td>
<td>Intensity values</td>
<td>Intensity constraint</td>
<td>PW/</td>
<td>Stochastic</td>
<td>R</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>dtc.</td>
<td></td>
<td>ST</td>
</tr>
<tr>
<td>Witkin, Terzopoulos, and Kass</td>
<td>1987</td>
<td>—</td>
<td>Correlation</td>
<td>PW smooth</td>
<td>H</td>
<td>multigrid</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>general signal</td>
</tr>
</tbody>
</table>

(Fig. 16.3). Constant or piecewise constant \( T_G \) (a) corresponds to surfaces or surface patches parallel to the image planes; linear \( T_G \) (b) corresponds to locally tilted planar surface patches; and smooth or piecewise smooth \( T_G \) or interpolation function (c) corresponds to smooth or piecewise smooth surfaces. Observe that, owing to occlusions (d), smooth surfaces may lead to discontinuities in the mapping.

The main difference between the methods is how an algorithmic solution for the consistency of the match is achieved. Most methods are iterative. Relaxation schemes seem to be the most flexible for a solution of the highly complex optimization problem, as no parametric form of the mapping function is required, though a parametric form may be used to advantage. In order to speed up convergence, hierarchical or scale space techniques, possibly together with multigrid methods, are
Figure 16.3 One-dimensional surface profile observed from two line cameras by using orthogonal projection: (a) horizontal, (b) sloped, (c) smooth, and (d) piecewise smooth with occlusions.

applied. These approaches guarantee a solution nearly in linear time. *Dynamic programming* also needs no explicit geometric model but optimizes a cost function that takes the similarity of the features into account. In image sequence analysis, consistency can be achieved by selecting the *nearest neighbor* to a point, taking care that the mapping is one to one. These methods can handle occlusions, specifically if the mapping function is assumed to be piecewise smooth. An interesting noniterative approach is the search for a *cluster in parameter space* of the transformation.

The scale space technique of Witkin, Terzopoulos, and Kass (1987) conceptually can handle more than two images, a feature they demonstrated with one-dimensional signals. Table 16.1 does not include the recent approaches by Ebner et al. (1987), Helava (1988), and Wrobel (1987), who independently proposed surface reconstruction schemes with an explicit, finite element approach. They assume piecewise smooth object surfaces. Conceptually they can handle multiple images and then recover possibly locally varying parameters of a reflectance model.

Though quite a variety of approaches exist, certain trends can be observed:

- Most algorithms contain a finite element description that includes discontinuities, which seems to be sufficient for matching two images. If more than two images are available, image matching will loose its power, as truly three-dimensional representations of the object to be recovered have to be used.

- Both intensity-based and feature-based methods are in practical use and may be combined. The result of the feature-based method usually provides the basis for the intensity-based procedure.
Hierarchical or scale space methods are commonly used to solve the problem of initial approximate values, which nearly all methods require.

Unfortunately, most approaches lack self-diagnosis, and little information on the achievable accuracy is provided by the matching technique itself. Self-diagnosis, however, is indispensable for real applications in order to automatically detect failures of the system and to be certain that the system produces meaningful answers.

Table 16.2 summarizes reported results on the precision of intensity-based matching algorithms and edge detectors in terms of standard deviations. The results are given separately for empirical findings or estimations, for computer simulations,
and for values derived theoretically. There is a tendency toward subpixel accuracy, namely, 0.1 pixel or better. Such results were reported by Bernstein (1973) and Cafforio and Rocca (1976). They seem to be realistically obtainable under production conditions and come close to the corresponding results from computer simulations and theoretical studies.

This chapter shows how and under which conditions such high accuracies can be achieved with both intensity-based and feature-based methods. Our development of the algorithms will provide tools for self-diagnosis that can be used first to design matching procedures properly and then to check the performance at run time. The underlying concepts utilize classical least-squares estimation techniques and error propagation, allowing one to derive the precision of the final results in terms of the intensity signal, the noise, and the particular algorithm.

Section 16.2 discusses intensity-based matching of one-dimensional signals, Section 16.3 generalizes the results to two-dimensions. The selection of distinct points in Section 16.4 is discussed. Our approach is based on the expected matching accuracy. It also provides an interpretation of the selected points being independent of intensity-based matching, namely as selection of corners and centers of circular symmetric features. Section 16.5 presents a feature-based matching algorithm using a maximum likelihood type estimation for the geometric transformation. Section 16.6 provides the necessary tools for deriving three-dimensional coordinates from points matched in stereo pairs. Empirical results from an implemented system close the chapter.

### 16.2 Intensity-Based Matching of One-Dimensional Signals

Intensity-based matching techniques directly refer to the model equation (16.3) and aim at estimating and evaluating the parameters \( p_G \) and \( p_I \). To give insight into the principles, we first develop methods for matching one-dimensional signals. As even this task is demanding when taking the statistical properties of the data into account, we restrict this discussion to the case in which one of the signals is assumed to be perfectly known. This situation is relevant to an object location procedure. The model then can be written as

\[
g(x) = T_I \{f[T_G(y; p_G)]; p_I\} + n(x)
\]

where \( g', g'', r', \) and \( r'' \) have been replaced by \( g, f, x, \) and \( y, \) respectively, and the observational noise component \( n(x) \) is stated explicitly. We first assume that \( f(y) \) is given by sampled data and a fitting or interpolation scheme that allows one to use a derived or estimated continuous \( f(y) \) from which the first derivatives can be obtained analytically. This is just like the facet model (Chapter 8). Because of the highly nonlinear character of the estimation problem, we always assume that approximate values \( p_I^{(0)} \) and \( p_G^{(0)} \) are known from some prior information or prediction scheme. This initial approximation permits us to replace the nonlinear problem by a linear substitute problem whose solution then gives rise to better approximations. In this way we naturally arrive at an iterative solution to the nonlinear problem. We therefore always assume that second-order effects are sufficiently small specifically
(a) when interpolating $f$ or its derivative, (b) when neglecting the random nature of $f$ if it is derived from real data, or (c) when deriving variances for the estimated parameters. A variety of controlled tests have shown that the approximations related to these assumptions are fully acceptable in most applications.

### 16.2.1 The Principle of Differential Matching

The simplest kind of matching is that of two one-dimensional signals derived from two views of the same scene. For now, one could think of these signals as being image rows.

To simplify the explanation of the estimation procedure involved in the matching, we assume that there are no intensity changes due to viewing direction and that

$$y(x_i) = x_i - \hat{u}(x_i)$$

where $\hat{u}(x_i)$ is the unknown deformation at $x_i$ to produce the corresponding point in the object. The **nonlinear model** can thus be expressed as

$$g(x_i) = f[x_i - \hat{u}(x_i)] + n(x_i), \quad i = 1, \ldots, m$$

which is valid for all $m$ observed values $g(x_i)$, $i = 1, \ldots, m$, and where $n(x_i)$ is the additive noise at position $x_i$, which we assume to be independent and identically distributed with mean zero and variance $\sigma_n^2$. The nonlinear model makes the assumed observation process explicit. An example for the functions $f$ and $g$ is given in Fig. 16.4. We now assume that we already have a function approximation $u_0$ of the

![Figure 16.4 Assumed observation process. The observed function $g(x)$ is a noisy version of the deformed function $f(y)$. The deformation $u(x) = x - y(x)$ refers to the coordinates of the observed function $g(x)$ and is positive in the example point $x_i$, as the point $x_i$ corresponding to $y(x_i)$ is to the right of $y(x_i)$.](image-url)
function $\tilde{u}$. For example, this approximation can be considered given because of the highly constrained geometry inherent in many factory-floor vision tasks. With approximate values $u_0(x_i)$ given, we can write

$$\tilde{u}(x_i) = u_0(x_i) + \Delta u(x_i)$$

where the $\Delta u(x_i)$ is the unknown correction for the unknown value $\tilde{u}(x_i)$. Thus the nonlinear model can be written as

$$g_i = f(x_i - \tilde{u}_i) + n_i = f(x_i - u_0 - \Delta u_i) + n_i, \quad i = 1, \ldots, m$$

with the abbreviations $g_i = g(x_i)$, $\tilde{u}_i = \tilde{u}(x_i)$, $n_i = n(x_i)$ $u_0 = u_0(x_i)$, and $\Delta u_i = \Delta u(x_i)$.

Now we linearize $f$ around the point $x_i - u_0$ to obtain

$$g_i = f(x_i - u_0) - f'(x_i - u_0)\Delta u_i + \frac{1}{2}f''(x_i - u_0 - \xi \Delta u_i)(\Delta u_i)^2 + n_i$$

for some $\xi \in [0, 1]$, and where $f'(y) = df/dy$ and $f''(y) = d^2f/dy^2$.

In the following we assume that $f'$ does not vanish and that the second-order term is negligible. With the differences

$$\Delta g_i = \Delta g(x_i) = g(x_i) - f(x_i - u_0)$$

and the derivative

$$f'_i = f'(x_i - u_0)$$

we then obtain the linearized model in which $\Delta g_i$ and $f'_i$ are known and $\Delta u_i$ is unknown:

$$\Delta g_i = -f'_i \Delta u_i + n_i, \quad i = 1, \ldots, m$$

(16.4)

or explicitly

$$g(x_i) - f(x_i - u_0(x_i)) = -\left. \frac{df(y)}{dy} \right|_{y=x_i-u_0(x_i)} \Delta u(x_i) + n(x_i), \quad i = 1, \ldots, m$$

We can easily determine the random variable $\Delta u_i$ assuming $f'_i \neq 0$:

$$\Delta u_i = -\frac{\Delta g_i}{f'_i}$$

(16.5)

or explicitly

$$\Delta u_i = -\left. \frac{g(x_i) - f(x_i - u_0(x_i))}{\frac{df(y)}{dy}} \right|_{y=x_i-u_0(x_i)}$$

Thus

$$\tilde{u}_i = u_0 + \Delta u_i$$

The estimated local deformation—that is, the shift $\tilde{u}(x_i)$—therefore simply uses the difference of the functions at the corresponding position $x_i - u_0(x_i)$ and $x_i$ of $f$ and $g$ and the slope $f'$ (Fig. 16.5). This procedure is also termed the differential approach when estimating the optical flow (cf. Huang, 1981). As the variance $\sigma^2_{\Delta g_i}$
Figure 16.5 Principle of the applied differential approach to estimate the local deformation $\Delta u(x_i)$. The functions $g$ and $f$ are assumed to be locally approximable by a linear function. Then one is able to derive the shift $\Delta u_i = -\Delta g_i/f'_i$ from the difference $\Delta g_i$ of $f$ and $g$ at the corresponding positions $x_i$ and $x_i - u_0(x_i)$, which depends on the approximate deformation $u_0(x_i)$ and on the known slope $f'_i = \tan \alpha$.

of $\Delta g_i$ is equal to the noise variance $\sigma^2_n$, we obtain for the standard deviation $\sigma_{u_i}$ of the estimate $\hat{u}_i = u_0(x_i) + \Delta u_i$

$$\sigma_{u_i} = \frac{\sigma_n}{f'_i}$$  \hspace{1cm} (16.6)

The precision of the estimate obviously depends on the slope $f'_i$ of the given function and is high at edges with high slope, which is to be expected. No estimate for $u$ is available if $f'_i = 0$, and for small $f'_i$ the weight, $w_i = f'_i^2/\sigma^2_n$, of this estimate is low.

As there is no redundancy in this estimate, it is unreliable in the sense that errors in the approximate values $u_0(x_i)$ and the model—especially wrong assumptions relative to the invariance of lighting—fully influence the estimate. Therefore additional constraints are necessary to improve the result. Specifically, knowledge about the structure of $u(x)$ can allow the use of larger windows. In the following section we discuss deformation functions $u(x)$ with increasing complexity and add parameters for brightness and contrast differences.

16.2.2 Estimating an Unknown Shift

We assume here that $\hat{u}(x)$ is only a uniform shift, $\hat{u}(x) = \hat{u}$, so that $y(x_i) = x_i - \hat{u}$. Further, we assume that $u_0$ is an initial approximation for $u$, so that we can write $\hat{u} = u_0 + \Delta u$ for all $x$. Then by linearizing $f$ around $x_i - u_0$ for each $i$, there results

$$f[x_i - (u_0 + \Delta u)] = f(x_i - u_0) - f'(x_i - u_0)\Delta u$$

The linearized model can then be expressed as

$$g(x_i) = f(x_i - u_0) - f'(x_i - u_0)\Delta u + n_i, \hspace{1cm} i = 1, \ldots, m$$
or in short
\[ \Delta g_i = -f_i' \Delta u + n_i, \quad i = 1, \ldots, m \] (16.7)
holding for all \( m \) observed values \( g_i \). Minimizing \( \Omega = \sum_{i=1}^{n} n_i^2 \) by choosing the appropriate value of \( \Delta u \) yields
\[
\frac{\partial \Omega}{\partial \Delta u} = \frac{\partial}{\partial \Delta u} \sum_{i=1}^{m} \left( f_i' \Delta g_i + f_i' \Delta u \right)^2
= 2 \sum_{i=1}^{m} f_i' \Delta g_i + 2 \left( \sum_{i=1}^{m} f_i' \right) \Delta u = 0
\]
from which follows the estimate
\[
\Delta u = -\frac{\sum_{i=1}^{m} f_i' \Delta g_i}{\sum_{i=1}^{m} f_i'^2} = -\frac{\sum_{i=1}^{m} [g(x_i) - f(x_i - u_0)]f'/(x_i)}{\sum_{i=1}^{m} [f'(x_i)]^2}
\] (16.8)
To get information about the precision of the estimate \( \hat{u} \), we write the estimate as
\[
\hat{u} = u_0 + \sum_{i=1}^{m} a_i \Delta g_i = u_0 + a^T \Delta g
\]
where
\[
a_i = -f_i' / \sum_{i=1}^{m} f_i'^2
\]
\[
a = \begin{pmatrix} a_1 \\ a_2 \\ \vdots \\ a_m \end{pmatrix}
\]
\[
\Delta g = \begin{pmatrix} \Delta g_1 \\ \Delta g_2 \\ \vdots \\ \Delta g_m \end{pmatrix}
\]
Letting \( \sigma^2_u = E[(\hat{u} - E(\hat{u}))^2] \), we obtain
\[
\sigma^2_u = E\left[\left[u_0 + a^T \Delta g - E(u_0 + a^T \Delta g)\right]\left[u_0 + \Delta g^T a - E(u_0 + \Delta g^T a)\right]\right]
= E\left[a^T \left[\Delta g - E(\Delta g)\right]\left[\Delta g^T - E(\Delta g^T)\right]a\right]
= a^T E\left[\left[\Delta g - E(\Delta g)\right]\left[\Delta g^T - E(\Delta g^T)\right]\right]a
\]
Since the covariance matrices \( \Sigma_{\Delta g} \) and \( \Sigma_{\Delta g}^{-1} \) are equal to \( \text{Diag}(\sigma^2_{\Delta g}) = \sigma^2_{\Delta g} \cdot I \),
\[
\sigma^2_u = a^T \Sigma_{\Delta g} a = a^T \text{Diag}(\sigma^2_{\Delta g}) a
= \left( \sum_{i=1}^{m} a_i^2 \right) \sigma^2_{\Delta g}
\]
As
\[ \sum_{i=1}^{m} a_i^2 = \frac{\sum_{i=1}^{m} f_i'^2}{(\sum_{i=1}^{m} f_i'^2)^2} = \frac{1}{\sum_{i=1}^{m} f_i'^2} \]
we finally obtain for the variance of \( \hat{u} \)
\[ \sigma_u^2 = \frac{\sigma_n^2}{\sum_{i=1}^{m} f_i'^2} \] (16.9)
If we define the mean squared gradient of \( f_i' \) by
\[ \sigma_j' = \frac{\sum_{i=1}^{m} f_i'^2}{m} \] (16.10)
we can represent the standard deviation for the estimated shift \( \hat{u} \) by
\[ \sigma_u = \frac{\sigma_n}{\sqrt{m \sigma_j'}} \] (16.11)
In an intuitive manner the standard direction depends on the number \( m \) of the observed values, the noise variance \( \sigma_n^2 \), and the texture or edge busyness measured by the mean squared gradient of the object.

We would obtain the same result for the estimate \( \hat{u} \) and its variance by taking the weighted average of the individual \( \Delta \hat{u}_i \) from Eq. (16.5). For weights we use
\[ w_i = \frac{f_i'^2}{\sum_{j=1}^{m} f_j'^2} \] (16.12)
which sum to 1 and are inversely proportional to the variances of the \( \Delta \hat{u} \) that are given by Eq. (16.6). That is,
\[ \Delta \hat{u} = \frac{\sum_{i=1}^{m} \Delta \hat{u}_i w_i}{\sum w_i} = \frac{\sum_{i=1}^{m} \Delta \hat{u}_i f_i'^2}{\sum_{i=1}^{m} f_i'^2} \] (16.13)
The estimate obviously is independent of the assumed variance \( \sigma_n^2 \) of the noise.

As the common denominator \( \sum f_i'^2 \) in the weights of Eq. (16.12) cancels in the estimates equation (16.13), one can simply use \( w_i = f_i'^2 \) as weights. Thus only those parts where the slopes \( f_i' \) are nonzero contribute to the estimate, which accords with intuition. The selection of edges is often based on the relative maxima of \( f'^2 \); this can be interpreted as a selection of places that locally contribute the most to the estimate of the signal's geometry. The interest operator presented in Section 16.4 is a two-dimensional version of this idea.
If $m$ is large enough, the noise variance can be estimated from the residuals of the least-squares fit:

$$
\hat{\sigma}_n^2 = \frac{1}{m - 1} \sum_{i=1}^{m} \left[ g(x_i) - f(x_i - \hat{u}) \right]^2
$$

(16.14)

One can show (Koch, 1987) that the precision of the estimated noise standard deviation $\hat{\sigma}_n$ is

$$
\hat{\sigma}_{\sigma_n} = \frac{1}{\sqrt{2(m - m_p)}} \hat{\sigma}_n
$$

(16.15)

with the number $m_p = 1$ of the unknown parameters, if the simple model of Eq. (16.7) really holds. Thus at least 72 samples are necessary to yield an accuracy of better than 10% in $\hat{\sigma}_n$.

**EXAMPLE 16.1**

Let an edge model $f(y_i)$ and the observed edge $g(x_i)$ be given:

\[
\begin{array}{c|cccccccccccccc}
  i & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
  f_i & 10 & 10 & 10 & 10 & 20 & 30 & 40 & 40 & 40 & 40 & 40 & 40 & 40 & 40 \\
  g_i & - & - & - & 14 & 13 & 14 & 26 & 37 & 42 & 41 & 42 & - & - & - \\
  \Delta g_i & - & - & - & 4 & -7 & -16 & -14 & -3 & 2 & 1 & 2 & - & - & - \\
  f'_i & 0 & 0 & 0 & 5 & 10 & 10 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  n_i & - & - & - & 4 & 3 & -4.8 & -2.8 & -1.8 & 2 & 1 & 2 & - & - & - \\
\end{array}
\]

The pixel spacing is $\Delta x$, the gradients $f'_i = (f_{i+1} - f_{i-1})/2[gr/\Delta x]$, and the approximate value $u_0 = 0[\Delta x]$. Omitting the first and last three observations, we obtain the estimate

$$
\hat{u} = -\frac{\sum f'_i g_i}{\sum f'_i^2} = -\frac{5 \cdot 4 + 10 \cdot (-7) + 10 \cdot (-16) + 5 \cdot (-14)[gr^2/\Delta x]}{25 + 100 + 100 + 25[gr^2/\Delta x^2]}
$$

$$
= -\frac{-280[gr^2/\Delta x]}{250[gr^2/\Delta x^2]} = 1.118[\Delta x]
$$

The theoretical precision of this estimate, when assuming $\sigma_n = 1[gr]$, is

$$
\sigma_u = \frac{\sigma_n}{\sqrt{\sum f'_i^2}} = \frac{1[gr]}{\sqrt{250[gr^2/\Delta x^2]}} \approx 0.06[\Delta x]
$$

and thus less than one-tenth of a pixel. Only observations 4, 5, 6, and 7 have nonzero weights and hence contribute $\hat{u}$. The residuals $n(x_i)$ are comparatively large. The estimated noise standard deviation according to Eq. (16.14) is $\sigma_n \approx \sqrt{1/(8 - 1) \cdot 45.32[gr^2]} \approx 3.1[gr]$. This is significantly larger than $1[gr]$. There are obvious differences in brightness, contrast, and possibly also in scale.
16.2.3 Estimating Unknown Shift and Scale

We now augment our model by assuming that the transformation contains a parameter compensating for unknown scale:

\[ y_i = s (x_i - x_0) - \hat{u} = s \bar{x}_i - \hat{u} \]

Note our use of a fixed reference point \( x_0 \), which we will later choose for our convenience. From here on we work in the reduced coordinates

\[ \bar{x}_i = x_i - x_0 \]

The linear model reads as

\[ g(x_i) = f(s \bar{x}_i - \hat{u}) + n(x_i), \quad i = 1, \ldots, m \]

Using approximate values \( s_0 \) and \( u_0 \) for the unknown parameters \( s \) and \( \hat{u} \) and linearizing around \( s_0 \bar{x}_i - u_0 \) yields

\[ g(x_i) = f(s_0 \bar{x}_i - u_0) - f'(s_0 \bar{x}_i - u_0) \Delta u \]

\[ + f'(s_0 \bar{x}_i - u_0) \bar{x}_i \Delta s + n(x_i) \]

This result leads to the linearized model

\[ \Delta g_i = -f'_i \Delta u + f'_i \bar{x}_i \Delta s + n(x_i), \quad i = 1, \ldots, m \]

again holding for all \( m \) observed values, and where \( \Delta s \) satisfies \( s = s_0 + \Delta s \).

Minimizing \( \Omega = \sum n^2(x_i) \) with respect to the two unknown parameters, we set \( \partial \Omega / \partial \Delta u = 0 \) and \( \partial \Omega / \partial \Delta s = 0 \) to yield

\[ \frac{\partial \Omega}{\partial \Delta u} = \frac{\partial \Omega}{\partial \Delta u} \sum_{i=1}^{m} (\Delta g_i + f'_i \Delta u - f'_i \bar{x}_i \Delta s)^2 \]

\[ = 2 \sum_{i=1}^{m} f'_i (\Delta g_i + f'_i \Delta u - f'_i \bar{x}_i \Delta s) = 0 \]

and analogously

\[ \frac{\partial \Omega}{\partial \Delta s} = -2 \sum_{i=1}^{m} f'_i x_i (\Delta g_i + f'_i \Delta u - f'_i \bar{x}_i \Delta s) = 0 \]

After some rearranging we can obtain the matrix equation

\[
\begin{pmatrix}
\sum f_i'^2 x_i - \sum f_i'^2 \\
- \sum f_i'^2 x_i \\
\sum f_i'^2 x_i
\end{pmatrix}
\begin{pmatrix}
\Delta u \\
\Delta s
\end{pmatrix}
= \begin{pmatrix}
- \sum f_i' \Delta g_i \\
\sum f_i' \Delta g_i
\end{pmatrix}
\]

where the sums are to be taken over all \( i, \ i = 1, \ldots, m \). The solution of this \( 2 \times 2 \) normal equation system yields the least-squares estimates for the unknown corrections \( \Delta u \) to \( u_0 \) and \( \Delta s \) to \( s_0 \):

\[ \hat{u} = u_0 + \Delta u, \quad \hat{s} = s_0 + \Delta s \]
The variance of the noise can again be derived from the residuals

$$\hat{\sigma}_n^2 = \frac{1}{m-2} \sum (\Delta g_i + f'_i \Delta u - f'_i x_i \Delta s)^2$$

In order to analyze the estimates in detail, we shift the coordinate system such that the off-diagonal term in the normal equation becomes zero. The shift $x_0$ then has to be chosen so that $\sum f'_i^2 x_i = 0$ or

$$x_0 = \frac{\sum f'_i^2 x_i}{\sum f'_i^2} \quad \text{with} \quad f'_i = \frac{df(y)}{dy} \bigg|_{y=x_0(x_i-x_0)-u_0}$$

This is the **weighted center of gravity of the object**, where the weights are again the squares of the gradient of $f$ evaluated at the corresponding positions $s_0(x_i-x_0)-u_0$.

With this choice of $x_0$, the estimates $\Delta u$ and $\Delta s$ are statistically independent. The estimate here for $\Delta u$ is identical to the estimate without scale parameter. Thus if one is free to choose a point in the image to be transformed into the object by using $y'_i = s(x_i-x_0)-\hat{u}$, one may use the weighted center of gravity and solve for the shift only. Also, the precision of this shift is independent of the scale.

In general, a point $x_i$ in the image corresponds to the **predicted point** $\hat{y}_i = \hat{s}(x_i-x_0)-\hat{u}$ in the object. The variance of the predicted point $\hat{y}_i$ is given by

$$\sigma^2_{\hat{y}_i} = \sigma^2_n \left( \frac{1}{\sum f'_i^2} + \frac{(x_i-x_0)^2}{\sum f'_i^2 x_i^2} \right)$$

(16.17)

Thus the variance of points, transformed from the image into the object, increases with increasing distance from the weighted center of gravity. The weighted center of gravity $x_c$ from Eq. (16.16) is the point that, when transformed into the object, has the smallest variance.

We will generalize this result in the two-dimensional case and use it as a basis for the derivation of an interest operator in Section 16.4.

**Example 16.2**

With the same data as in Example 16.1, we want to determine the shift $u$ and a geometric scale $s$. We assume $u_0 = 1$, approximating the first estimate, and $s_0 = 1$. The $2 \times 2$ normal equation is

$$\begin{pmatrix} 250[gr^2/\Delta x^2] & -1625[gr^2/\Delta x] \\ -1625[gr^2/\Delta x] & 10725[gr^2] \end{pmatrix} \begin{pmatrix} \Delta u \\ \Delta s \end{pmatrix} = \begin{pmatrix} 100[gr^2/\Delta x] \\ -685[gr^2] \end{pmatrix}$$

which yields the estimates

$$\hat{u} = u_0 + \Delta u = 1 - 1.002[\Delta x] = -0.002[\Delta x]$$

and

$$\hat{s} = s_0 + \Delta s = 1 - 0.216[1] = 0.784$$
With the assumed noise standard deviation $\sigma_n = 1[gr]$ and the inverse $Q = N^{-1}$,
\[
\begin{pmatrix}
0.2640[\Delta x^2/gr^2] & 0.0400[\Delta x/gr^2] \\
0.0400[\Delta x/gr^2] & 0.006156[1/gr^2]
\end{pmatrix}
\]
we obtain the theoretical standard deviations according to
\[
\sigma_u = \sigma_n \sqrt{Q_{11}} = 1[gr] \cdot \sqrt{0.2640[\Delta x/gr^2]} \approx 0.52[\Delta x]
\]
\[
\sigma_s = \sigma_n \sqrt{Q_{22}} = 1[gr] \cdot \sqrt{0.006156[1/gr^2]} \approx 0.08
\]
The shift is significantly less accurate than in Example 16.1 without the scale parameter. The geometric scale can be determined to approximately 8%. The reason for the increased standard deviation of $\hat{u}$ is that $\hat{u}$ now refers to the origin of the coordinate system alone, which (cf. the table in Example 16.1) lies to the left of the used interval.

The weighted center of gravity of $f$ is
\[
x_{0f} = \frac{\sum f_i^2 x_i}{\sum f_i^2} = \frac{5 \cdot 4 + 10 \cdot 5 + 10 \cdot 6 + 5 \cdot 7[gr^2/\Delta x]}{250[gr^2/\Delta x^2]} = 5.5[\Delta x]
\]
In a similar manner we obtain
\[
x_{0g} = 7.12[\Delta x]
\]
If we now transform $x_{0g}$, we get the predicted point $y_{0g} = \hat{s} \cdot x_{0g} - \hat{u} = 0.784 \cdot 7.12[\Delta x] - (-0.002[\Delta x]) = 5.59[\Delta x]$, which is very close to the weighted center of gravity $5.5[\Delta x]$ of $f$. Its precision is identical to the precision of the shift in Example 16.1, namely, $\sigma_{y_{0g}} = 0.06[\Delta x]$, as it is independent on the scale! This also can be proved by error propagation using $y_{0g} = (-1 x_{0g})(\hat{u} \hat{s})^T$. Thus
\[
\sigma_{y_{0g}}^2 = \sigma_n^2 (-1 x_{0g}) Q (-1 x_{0g})^T
\]

### 16.2.4 Compensation for Brightness and Contrast

If object and image have different brightness and contrast, we have to compensate for this difference. Without any geometric scale parameter, the nonlinear model then reads
\[
g(x_i) = af(x_i - u) + b + n(x) \tag{16.18}
\]
where $a$ represents change in contrast and $b$ change in brightness.

If we start from an approximate value $a_0$ for $a$ and $u_0$ for $u$, we obtain the linearized model in a manner similar to that just described. We let $\Delta g_i = \Delta g(x_i) = g(x_i) - a_0f(x_i - u_0)$ and obtain
\[
\Delta g_i = -a_0f_i \Delta u + f_i \Delta a + \hat{b} + n_i, \quad i = 1, \ldots, m
\]
(We do not need an approximate value for $b$, as the model equation 16.18 is linear in $b$.)

The normal equation system for the least-squares solution is then given by

$$
\begin{bmatrix}
  a_0^2 \sum f_i^2 & -a_0 \sum f_i f_i' & -a_0 \sum f_i' \\
  -a_0 \sum f_i' f_i & \sum f_i^2 & \sum f_i' \\
  -a_0 \sum f_i' & \sum f_i & \sum 1
\end{bmatrix}
\begin{bmatrix}
  \Delta u \\
  \Delta a \\
  b
\end{bmatrix} =
\begin{bmatrix}
  -a_0 \sum f_i' \Delta g_i \\
  \sum f_i \Delta g \\
  \sum \Delta g_i
\end{bmatrix}
$$

(16.19)

where

$$f_i' = \frac{df(y)}{dy} \bigg|_{y=x_i-u_0}$$

and $f_i = f(x_i - u_0)$, and again the sums are to be taken over all $i$.

The estimates thus are

$$\hat{u} = u_0 + \Delta u, \quad \hat{a} = a_0 + \Delta a, \text{ and } \hat{b}$$

The precision of the estimates can be obtained by using the inverse $Q = (q_{ij})$ of $Q^{-1}$ of the $3 \times 3$ normal system in Eq. (16.19), that is

$$
\begin{align*}
\sigma_{\hat{u}} &= \sigma_n \sqrt{q_{11}} \\
\sigma_{\hat{a}} &= \sigma_n \sqrt{q_{22}} \\
\sigma_{\hat{b}} &= \sigma_n \sqrt{q_{33}}
\end{align*}
$$

The noise variance may be estimated from

$$\hat{\sigma}_n^2 = \frac{1}{m-3} \sum_{i=1}^m \left[ g(x_i) - \hat{a} f(x_i - \hat{u}) - \hat{b} \right]^2 \quad (16.20)$$

---

**EXAMPLE 16.3**

With the same data as in Example 16.1 we want to determine the shift and two radiometric parameters for brightness and contrast. We obtain the $3 \times 3$ normal equation system (16.19) (cited without dimensions):

$$
\begin{bmatrix}
  250 & -750 & -30 \\
  -750 & 7900 & 230 \\
  -30 & 230 & 8
\end{bmatrix}
\begin{bmatrix}
  \hat{u} \\
  \hat{a} \\
  \hat{b}
\end{bmatrix} =
\begin{bmatrix}
  100 \\
  -90 \\
  -1
\end{bmatrix}
$$

The estimates are therefore

$$\hat{u} = 1.796[\Delta x], \quad \hat{a} = 0.883, \quad \hat{b} = 6.226[gr]$$

With the inverse normal matrix $Q = N^{-1}$

$$
\begin{bmatrix}
  0.007877 & -0.000686 & 0.04909 \\
  -0.000686 & 0.000836 & -0.02662 \\
  0.04909 & -0.02662 & 1.074
\end{bmatrix}
$$
and the estimated noise standard deviation from Eq. (16.20)

\[ \sigma_n = \sqrt{20.48[gr^2]/(8 - 3)} \approx 2.0[gr] \]

we obtain the empirical standard deviations for the estimates

\[ \hat{\sigma}_u \approx 2.0\sqrt{0.007877} = 0.18[\Delta x] \]

and similarly

\[ \hat{\sigma}_a \approx 0.059, \text{ and } \hat{\sigma}_b = 2.1[gr] \]

The fit between model and data obviously is significantly better than in the two previous examples as the estimated noise. The standard deviation is reduced to only 2[gr], which is due to the better noise modeling of the radiometry.

### 16.2.5 Estimating Smooth Deformations

If the transformation \( y = T_C(x) = y(x) \) (cf. Section 16.2.1) cannot be approximated by a linear function, or if one wants to use larger windows but the transformation is still smooth, it may be represented by

\[ y_i = y(x_i) = x_i - u(x_i) \]

with some smoothness constraints on \( u(x) \). These could refer to the first, second, or higher derivatives of \( y \) or any function \( D_u = D(u', u'', \ldots) \) of the derivatives of \( u(x_i) \). Thus we could require

\[
E[D_{uj}(u)] = 0, \quad V[D_{uj}(u)] = \sigma_{D_j}^2, \quad j = 1, \ldots, k \tag{16.21}
\]

holding for all \( j \) from 1 through \( k \). \( D_{uj} \), for example, stands for a linear combination

\[ D_{uj} = a_1 u_1'(u(x)) + a_2 u_2''(u(x)) + \cdots \]

of the derivatives of \( u \) evaluated at \( x_j \).

We now want to estimate the \( u_i = u(x_i) \) by using the observed values

\[
g(x_i) = f(x_i - u(x_i)) + n(x_i) \tag{16.22}
\]

and the a priori knowledge about the smoothness of \( u(x) \) in a Bayesian manner. We can maximize the a posteriori probability

\[
p(u \mid g, D_u) = \frac{p(g \mid u) p(D_u \mid u)}{\int \int p(g \mid u) p(D_u \mid u) \, dg \, dD_u}
\]

Assuming Gaussian distribution for both \( g_i = g(x_i) \) and \( D_{uj}(u) \) with

\[
p(g_i \mid u) = \frac{1}{\sqrt{2\pi\sigma_{n_i}^2}} \exp\left[-\frac{1}{2} \left(\frac{g_i - f(y_i)}{\sigma_{n_i}}\right)^2\right]
\]

\[
p(D_{uj} \mid u) = \frac{1}{\sqrt{2\pi\sigma_{D_j}^2}} \exp\left[-\frac{1}{2} \left(\frac{D_{uj}}{\sigma_{D_j}}\right)^2\right]
\]
and the independence of \( g_i \) and \( D_{u_j} \), we obtain the expression

\[
\Omega_i(u) = -\log p(u \mid g, D_u) = \frac{1}{2} \sum_i \left( \frac{g_i - f(x_i - u_i)}{\sigma_{n_i}} \right)^2 + \frac{1}{2} \sum_j \left( \frac{D_{u_j}(u(x))}{\sigma_{D_j}} \right)^2 + \text{const.}
\]

to be minimized with respect to \( u_i \).

Now we treat the case in which the smoothness is measured by the second derivative \( u''(x_j) \) of \( u(x) \). The variances of \( n_i \) and of \( u''(x_j) \) are assumed to be constant; thus \( \sigma_{n_i}^2 = \sigma_n^2 \) and \( \sigma_{u''}^2 = \sigma_c^2 \) (c stands for curvature). Then we have to minimize

\[
\Omega(u) = 2[\Omega_i(u) - \text{const.}] = \frac{1}{\sigma_n^2} \sum_i [g_i - f(x_i - u_i)]^2 + \frac{1}{\sigma_c^2} \sum_j \{u''[u(x)]\}^2
\]

(16.23)

The first term in Eq. (16.23) measures the similarity between the given and the observed functions; the second term measures the smoothness. This is equivalent to using, in addition to Eq. (16.21), the fictitious second-derivative curvature-related observations

\[
c(x_j) = u''(x_j) + v(x_j), \quad j = 1, \ldots, k
\]

(16.24)

with \( c(x_j) = 0 \) and \( \sigma_{c_j}^2 = \sigma_c^2 \), and to determine the \( u(x_i) \) by a weighted LS technique with the weights being the inverse of the variances. The random variations in the second derivative are represented by \( v(x_j) \). If we now represent the second derivative \( u''(x_j) \) by

\[
u''(x_j) = u(x_{j-1}) - 2u(x_j) + u(x_{j+1})
\]

with approximate values \( u_0(x_j) = u_{0j} \), and thus

\[
u(x_j) = u(x_j) + \Delta u_0(x_j)
\]

\[
= u_{0j-1} - 2u_{0j} + u_{0j+1} + (\Delta u_{j-1} - 2\Delta u_j + \Delta u_{j+1})
\]

then we arrive at the linearized model

\[
\Delta g_i = -f_i'\Delta u_i + n_i, i = 1, \ldots, m
\]

(16.25)

\[-c_{0j} = \Delta u_{j-1} - 2\Delta u_j + \Delta u_{j+1} + v_j, j = 2, \ldots, m - 1
\]

(16.26)

with

\[
\Delta g_i = g(x_i) - f[x_i - u_0(x_i)]
\]

\[
f_i' = \frac{df(y)}{dy} \bigg|_{y=x_i-u_0(x_i)}
\]

\[
c_{0j} = u_{0j-1} - 2u_{0j} + u_{0j+1}
\]

\[
v_j = v(x_j)
\]

Equation (16.25) represents the observation process and Eq. (16.26) represents the smoothness constraint.
The model can be conveniently written in matrix notation

\[
\Delta g = -A_1 \Delta u + n \\
-c = A_2 \Delta u + v
\]  

(16.27)

with the \( m \times m \) matrix \( A_1 \) containing the derivatives \( f'_i \) on the main diagonal

\[
A_1 = \text{Diag} \left( f'_i \right) = \begin{pmatrix}
    f'_1 \\
    \vdots \\
    f'_n
\end{pmatrix}
\]

and the \( (m-2) \times m \) matrix \( A_2 \) consisting of \( m-2 \) rows with \( (1 \ -2 \ 1) \) around the main diagonal

\[
A_2 = \begin{pmatrix}
    1 & -2 & 1 & etc. \  
    1 & -2 & 1 & etc. \  
    1 & -2 & 1 & etc. \\
\end{pmatrix}
\]

Minimizing

\[
\Omega(u) = w_n \cdot n^T n + w_c \cdot v^T v
\]  

(16.28)

with respect to \( u \) yields the normal equation system

\[
[w_n A_1^T A_1 + w_c A_2^T A_2] \Delta u = [w_n A_1^T \Delta g - w_c A_2^T c]
\]  

(16.29)

with the weights \( w_n = 1/\sigma_n^2 \) and \( w_c = 1/\sigma_c^2 \). The normal equation matrix \( N \) is a pentadiagonal matrix

\[
w_n \cdot \text{Diag} \left( f''_i \right) + w_c 
\begin{pmatrix}
    1 & -2 & 1 \\
    -2 & 5 & -4 & 1 \\
    1 & -4 & 6 & -4 & 1 \\
    \vdots \\
    1 & -4 & 6 & -4 & 1 \\
    1 & -4 & 5 & -2 \\
    1 & -2 & 1
\end{pmatrix}
\]
and the right-hand sides are given by

\[
\begin{pmatrix}
    w_n \cdot f'_1 & \Delta g_1 & - w_c & c_{01} \\
    w_n \cdot f'_2 & \Delta g_2 & - w_c & (-2c_{01} + c_{02}) \\
    w_n \cdot f'_3 & \Delta g_3 & - w_c & (c_{01} - 2c_{02} + c_{03}) \\
    \vdots & \vdots & \vdots & \vdots \\
    w_n \cdot f'_{m-2} & \Delta g_{m-2} & - w_c & (c_{0m-2} - 2c_{0m-2} + c_{0m}) \\
    w_n \cdot f'_{m-1} & \Delta g_{m-1} & - w_c & (c_{0m-1} - 2c_{0m}) \\
    w_n \cdot f'_m & \Delta g_m & - w_c & c_{0m}
\end{pmatrix}
\]

This system can be solved by factorization in \( O(m) \) time, leading to estimates \( \hat{\Delta} u = (\hat{\Delta} u_i) \) and thus to \( \hat{u}_i = u_{0i} + \Delta u_i \). The \( \hat{u} = u_0 + \Delta u \).

Often the noise variances \( \sigma_n^2 \) and \( \sigma_c^2 \) are not known. Without proof (Förstner, 1985) we give an estimate for both variances, which in an iterative manner could be used to obtain optimal estimates for both the \( u_i \) and the variances \( \sigma_n^2 \) and \( \sigma_c^2 \). The estimation requires the diagonal terms \( q_{ii} \) of the inverse \( Q = N^{-1} \) of the normal equation matrix. They can be calculated by using a standard routine from a library for solving sparse equation systems.

Including the case of individual variances \( \sigma_{n_i}^2 \) and \( \sigma_{c_j}^2 \), the estimates are given by

\[
\hat{\sigma}_{n_i}^2 = \frac{1}{r_n} \left( \sum_{i=1}^m \left( g(x_i) - f[x_i - \hat{u}(x_i)] \right)^2 / \sigma_{n_i}^2 \right) \cdot \sigma_{n_i}^2
\]

and

\[
\hat{\sigma}_{c_j}^2 = \frac{1}{r_c} \left( \sum_{j=2}^{m-1} \left[ \hat{u}(x_{j-1}) - 2\hat{u}(x_j) + \hat{u}(x_{j+1}) \right]^2 / \sigma_{c_j}^2 \right) \cdot \sigma_{c_j}^2
\]

with

\[
Q = N^{-1}
\]

\[
q_{ii} = (Q)_{ii}
\]

\[
u_n = \sum_{i=1}^m \left( f'[x_i - \hat{u}(x_i) \right] \right)^2 \cdot q_{ii} / \sigma_{n_i}^2
\]

\[
r_n = m - \nu_n
\]

\[
r_c = (m - 2) - r_n
\]

which simplify for \( \sigma_{n_i} = \sigma_n \) and \( \sigma_{c_j} = \sigma_c \). These estimates assume that no outliers in the observations \( g(x_j) \) and no discontinuities are present. The case including outliers and discontinuities may use robust estimation techniques, iteratively weighting down the individual observations depending on the residuals \( n_i \) and \( u_j \).

The relative precision of the standard deviations \( \hat{\sigma}_n \) and \( \hat{\sigma}_c \) is approximately \( 1 / \sqrt{2r_n} \) and \( 1 / \sqrt{2r_c} \), thus leading to reliable results only for sufficiently long profiles. The technique may easily be generalized to two-dimensional functions.
16.2.6 Iterations and Resampling

As \( f(x) \) is highly nonlinear, the estimates in general are only improved approximate values. Especially if the initial approximations are crude, the estimates have to be further refined if one wants to exploit the precision inherent in the data. This leads to an iterative estimation scheme.

We obtain the estimates after the \( \nu \)th iteration by, for example,

\[
\hat{a}^{(\nu)} = \hat{a}^{(\nu-1)} + \Delta \hat{a}^{(\nu)} \\
\hat{u}^{(\nu)} = \hat{u}^{(\nu-1)} + \Delta \hat{u}^{(\nu)}
\]

(16.30)

The constant shift \( b \) of the intensity values can be estimated directly, thus we take \( b^{(0)} = 0 \) for all iterations.

As the positions \( y_i = x_i - u(x_i) \) are noninteger values in general, we have to interpolate. Specifically we need

\[
f[x_i - u_0(x_i)]
\]

and

\[
\frac{df(y)}{dy} \bigg|_{y=x_i-u_0(x_i)}
\]

For choosing a proper interpolation, we have to require that the optimization function \( \Omega(u) \) be smooth or, equivalently, that the elements in the normal equations change continuously with changing approximate values \( u_0(x_i) \). Otherwise small changes of \( u_0(x_i) \) may lead to large changes in the estimates and hence to unstable results.

Therefore \( f(y) \) and \( f'(y) \) at least have to be interpolated linearly:

\[
f(x_i - u) = (1 - u/\Delta x)f_i + \frac{u}{\Delta x}f_{i-1} \quad (16.31)
\]

\[
f'(x_i - u) = (1 - u/\Delta x)f'_i + \frac{u}{\Delta x}f'_{i-1}, \quad 0 \leq u < \Delta x \quad (16.32)
\]

where \( \Delta x \) is the spacing of the \( x_i \), \( 0 \leq u \leq \Delta x \), and, for example, with the first derivative \( f'(x_i) \) from a second-order facet model

\[
f'_i = \frac{1}{2\Delta x} (f_{i+1} - f_{i-1}) \quad (16.33)
\]

Here we use the abbreviations \( f_i \) for \( f(x_i) \) and \( f'_i \) for \( f'(x_i) \). Obviously \( f(x_i - u) \)

and \( f'(x_i - u) \) do not refer to the same smooth function \( f(x) \), as \( f'(x_i - u) \) refers to a second-order interpolation scheme of \( f(x) \). If we require that \( f(x_i - u) \) and \( f'(x_i - u) \) refer to the same smooth function, we have to interpolate \( f(x_i - u) \) with a second-order function, for example,

\[
f(x_i + u) = f_i + f'_i \cdot u + \frac{1}{2} f''_i \cdot u^2, \quad |u| < \frac{1}{2} \Delta x
\]

with \( f''(x_i) \) as in Eq. (16.33) and

\[
f''_i = \frac{2}{\Delta x^2} [f_{i+1} - 2f_i + f_{i-1}]
\]
As the slope at \( x_i + \Delta x / 2 \) is then \( 2(f_{i+1} - f_i) / \Delta x \), and thus twice the first differences, one could instead use the smoothed function

\[
f^\ast(x_i + u) = f_i + f'_i \cdot u + \frac{1}{2} f''_i \cdot u^2, \quad |u| < \frac{1}{2} \Delta x
\]

with

\[
f_i = \frac{1}{8} (f_{i-1} + 6f_i + f_{i+1})
\]
\[
f'_i = \frac{1}{2\Delta x} (f_{i+1} - f_i - f_i - f_{i-1})
\]
\[
f''_i = \frac{1}{\Delta x^2} (f_{i+1} - 2f_i + f_{i-1})
\]

Both functions \( f(x_i + u) \) and \( f^\ast(x_i + u) \) pass through the points \( \frac{1}{2}(f_{i+1} + f_i) \) and \( \frac{1}{2}(f_i + f_{i-1}) \) and have a common slope with the neighboring interpolation elements.

**EXAMPLE 16.4**

a. With the same data as in Example 16.1, we now perform a second iteration for the shift estimate only. The main data are summarized in the table:

<table>
<thead>
<tr>
<th>( i )</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y  )</td>
<td>2.88</td>
<td>3.88</td>
<td>4.88</td>
<td>5.88</td>
<td>6.88</td>
<td>7.88</td>
<td>8.88</td>
<td>9.88</td>
</tr>
<tr>
<td>( g  )</td>
<td>14</td>
<td>13</td>
<td>14</td>
<td>26</td>
<td>37</td>
<td>42</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>( f  )</td>
<td>10</td>
<td>10</td>
<td>18.81</td>
<td>28.80</td>
<td>38.80</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>( \Delta g  )</td>
<td>4.00</td>
<td>3.00</td>
<td>-4.81</td>
<td>-2.80</td>
<td>-1.80</td>
<td>2.00</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>( f'  )</td>
<td>0</td>
<td>4.4</td>
<td>9.4</td>
<td>10</td>
<td>5.6</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( n  )</td>
<td>4.00</td>
<td>3.00</td>
<td>-1.93</td>
<td>0.07</td>
<td>1.08</td>
<td>2.00</td>
<td>1.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Linear interpolation has been applied to both \( f \) and \( f' \) (cf. Eqs. 16.31 and 16.32); for example, \( f(6 - u(1)) = f(6 - 1.118) = f(5 - 0.118) = (1 - 0.118) \cdot f_5 + 0.118 \cdot f_4 = 0.882 \cdot 20 + 0.118 \cdot 10 = 18.81 \). The normal equations are

\[
\left( \sum_i f_i^a \right) \cdot \Delta u = \sum_i f'_i g_i \equiv 239.4 \cdot \Delta u = 68.725
\]

leading to the correction \( \Delta u^{(2)} = 0.288[\Delta x] \) and to a better estimate \( u^{(2)} = u^{(1)} + \Delta u^{(2)} = 1.406[\Delta x] \) for the shift. Observe the second iteration leading to a change (0.288) in the estimate that is significantly larger than the internal precision (0.06, cf. Example 16.1) of the estimate.

b. In the case of the model of Example 16.3 with the additional radiometric parameters, a second iteration would yield the shift with its standard deviation

\[
\hat{u} = 1.61[\Delta x], \quad \sigma_{\hat{u}} = 0.15[\Delta x]
\]
16.2 Intensity-Based Matching of One-Dimensional Signals

and the estimated noise standard deviation

$$\sigma_n = 1.43 | gr |$$

We will compare this result with the one obtained by cross-correlation in Examples 16.5 and 16.6.

16.2.7 Matching of Two Observed Profiles

We have assumed that $f(x)$ is known. Now we want to extend the matching procedure to the case in which both profiles are corrupted by noise. We will show how we can reduce the procedure to those methods developed so far.

We start with two noisy profiles

$$g_1(x_i) = f(x_i) + n_1(x_i)$$

$$g_2(x_i) = f(y_i) + n_2(x_i)$$

and the geometric model

$$y_i = x_i - u(x_i)$$

We could have applied a symmetric model distributing $u(x_i)$ equally on both signals (cf. Horn, 1987, sec. 13.9). This would have led to the same results. We again assume that the noise components are independent and white with standard deviations $\sigma_{n_1}$ and $\sigma_{n_2}$. The first profile $g_1(x_i)$ is just the observed function $f(x)$, and $g_2(x_i)$ is the observed and deformed function $f(x)$. With approximate values $u_0(x_i)$, thus $u(x_i) = u_0(x_i) + \Delta u(x_i)$, and again neglecting higher-order terms, we can write

$$g_1[x_i - u_0(x_i)] = f[x_i - u_0(x_i)] + n_1[x_i - u_0(x_i)]$$

and linearize

$$g_2(x_i) = f[x_i - u_0(x_i)] - \frac{df(y)}{dy} \bigg|_{y=x_i-u_0(x_i)} \cdot \Delta u(x_i) + n_2(x_i)$$

Using the abbreviations

$$\Delta g_i = g_2(x_i) - g_1[x_i - u_0(x_i)]$$

$$f'_i = \frac{df(y)}{dy} \bigg|_{y=x_i-u_0(x_i)}$$

and

$$\bar{n}_i = n_2(x_i) - n_1[x_i - u_0(x_i)]$$

we obtain the linearized model

$$\Delta g_i = - f'_i \cdot \Delta u(x_i) + \bar{n}_i$$

in full correspondence to Eq. (16.4).
To use this linearized model, we must take into account that the $f'_i$ have to be estimated from the given data. This could be achieved by restoring $g_1(x)\, \text{and} \, g_2(x)$, yielding $\hat{g}_1(x)$ and $\hat{g}_2(x)$, which are actually estimates for $f(x)$, and by taking the average of the first derivatives $\hat{g}'_1(x)$ and $\hat{g}'_2(x)$ at the corresponding position. Thus, for example,

$$\hat{f}'_i = \frac{1}{2} \{ \hat{g}'_1[x_i - u_0(x_i)] + \hat{g}'_2(x_i) \}$$

The restoration of $g_1$ and $g_2$ can be based on any of the noise cleaning techniques discussed in Chapter 7. The interpolation, however, again has to take into account the requirements on the smoothness of the optimization function, as discussed earlier. This noise-cleaning step for obtaining reliable estimates for the first derivatives is necessary to achieve consistent results.

However, the determination of the function differences $\Delta g_i = g_2(x_i) - g_1[x_i - u_0(x_i)]$ must be based on the original data, as only then does the error model of white noise hold. The interpolation, which may be needed to obtain $g_1[x_i - u_0(x_i)]$, introduces only negligible correlations ($\leq 0.5$) between neighboring $\Delta g_i$'s. If the degree of this smoothing is kept low, we can assume that $\bar{n}(x_i) = n_2(x_i) - n_1[x_i - u_0(x_i)]$ are still white but with variance $\sigma_n^2 = \sigma^2_{n_1} + \sigma^2_{n_2}$. For $\sigma_{n_1} = \sigma_{n_2}$ we thus obtain $\sigma_n^2 = 2\sigma_n^2$. For a constant-shift model $\hat{u}(x_i) = \hat{u}$,

$$\hat{\sigma}_n^2 = \frac{1}{m-1} \sum_{i=1}^{m} [g_2(x_i) - g_1(x_i - \hat{u})]^2$$

is now an estimate for the variance of the noise difference between the two profiles and, in the case of $\sigma_{n_1} = \sigma_{n_2}$, can be used to obtain an estimate

$$\sigma_n = \frac{\sigma_n}{\sqrt{2}}$$

for the noise standard deviation and thus for the observational precision.

### 16.2.8 Relations to Cross-Correlation Techniques

The earliest applications of intensity-based image matching in remote sensing used cross-correlation techniques. The model assumed simply a shift between two corresponding image sections. To compensate for different brightness and contrast, a linear transformation in the intensity values was assumed, though not always explicitly stated.

We want to discuss the relations between this classical technique and the differential approach, as they give insight into the similarities and differences of both methods. Though only one-dimensional images are treated, the result can be directly transferred to more dimensions. The model reads as

$$g_1(x_i) = f(x_i) + n_1(x_i)$$
$$g_2(x_i) = f(x_i - u) + n_2(x_i)$$

or

$$g_2(x_i) = g_1(x_i - u) + \bar{n}(x_i)$$
with
\[ \bar{h}(x_i) = n_2(x_i) - n_1(x_i) \]

The principle of estimating \( u \) is to search for the maximal correlation coefficient \( \rho_{12} \) of \( g_1 \) and \( g_2 \):

\[
\max_u \frac{Cov\left[g_1(x_i - u), g_2(x_i)\right]}{\sqrt{V[g_1(x_i - u)] \cdot V[g_2(x_i)]}} = \frac{\sigma_{g_1 g_2}(u)}{\sigma_{g_1}(u)\sigma_{g_2}} = \rho_{12}(u) \rightarrow \hat{u} \quad (16.34)
\]

with
\[
\sigma_{g_1 g_2}(u) = \frac{1}{m-1} \left[ \sum_{i=1}^{m} g_1(x_i - u)g_2(x_i) - \frac{1}{m} \sum_{i=1}^{m} g_1(x_i - u) \sum_{i=1}^{m} g_2(x_i) \right]
\]
\[
\sigma_{g_1}^2(u) = \frac{1}{m-1} \left[ \sum_{i=1}^{m} g_1^2(x_i - u) - \frac{1}{m} \left( \sum_{i=1}^{m} g_1(x_i - u) \right)^2 \right]
\]
\[
\sigma_{g_2}^2 = \frac{1}{m-1} \left[ \sum_{i=1}^{m} g_2^2(x_i) - \frac{1}{m} \left( \sum_{i=1}^{m} g_2(x_i) \right)^2 \right] \quad (16.35)
\]

As the empirical mean and variances are taken into account, different brightness and contrast are immediately compensated for. Thus cross-correlation corresponds to least-squares matching, using the model of Section 16.2.4. Observe that the cross-correlation term here is the product moment cross-correlation coefficient from statistics, whereas the cross-correlation term as often used in electrical engineering refers to the mean product of two signals and is not normalized with respect to the mean and the variance.

The search for the estimate \( \hat{u} \) in general leads to an integer position. The rounding error is dominant in most applications; therefore an interpolation of the correlation function is useful. Let the integer position of the maximum of \( \rho(u) \) be \( u_0 \) and the two neighboring positions be \( u_- \) and \( u_+ \), and let the corresponding values of \( \rho(u) \) be \( \rho_0, \rho_- \) and \( \rho_+ \). Then using the quadratic interpolation of \( \rho(u) \) leads to the following estimate \( \hat{u} \):

\[
\hat{u} = u_0 - \frac{\rho'(u_0)}{\rho''(u_0)} = u_0 - \frac{1}{2\Delta x} \frac{\rho_+ - \rho_-}{\rho_+ - 2\rho_0 + \rho_-} = u_0 - \frac{\rho_+ - \rho_-}{2(\rho_+ - 2\rho_0 + \rho_-)} \cdot \Delta x \quad (16.36)
\]

where \( \Delta x \) is the spacing between the \( u_i \).

Thus subpixel accuracy is achievable. Not only was this initially claimed by Bernstein (1973), but it was consistently proved empirically and theoretically by many researchers. The correlation coefficient was used as an acceptance criterion for the problem of setting a proper threshold to reject bad matches. Also, the weakness of the correlation coefficient leads to the use of additional measures of performance, such as the “drop” or “slope” of the correlation function (Helava, 1976; Panton, 1978). This was used to prevent matches with a very flat correlation function from passing.
EXAMPLE 16.5

With the data from Example 16.1, we want to estimate the shift by using cross-correlation and to compare it with the results of the model, adding further parameters for the differences in brightness and contrast. We therefore take the same set of observed values $g^{(s)}$ to $g^{(11)}$ and correlate them with windows of size 8 for $f$, thus setting $g_1 = g$ and $g_2 = f$ in Eq. (16.35). With the variances $\sigma_g^2 = \sigma_{g_2}^2 = 179.98[gr^2]$ and $\sigma_f^2(u) = \sigma_{g_1}^2(u)$, the covariances $\sigma_{g_1g_2}(u) = \sigma_{gf}(u)$, and the correlation coefficients $\rho_{12}(u)$ in the table

<table>
<thead>
<tr>
<th>$u$</th>
<th>$\sigma_{g_1}^2(u)$</th>
<th>$\sigma_{g_1g_2}(u)$</th>
<th>$\rho_{12}(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>183.9</td>
<td>160.5</td>
<td>0.8823</td>
</tr>
<tr>
<td>2</td>
<td>200.0</td>
<td>187.9</td>
<td>0.9901</td>
</tr>
<tr>
<td>1</td>
<td>183.9</td>
<td>175.2</td>
<td>0.9628</td>
</tr>
<tr>
<td>0</td>
<td>135.7</td>
<td>128.2</td>
<td>0.8294</td>
</tr>
<tr>
<td>-1</td>
<td>55.4</td>
<td>64.1</td>
<td>0.6423</td>
</tr>
<tr>
<td>-2</td>
<td>12.5</td>
<td>20.9</td>
<td>0.4405</td>
</tr>
</tbody>
</table>

we obtain the optimal integer position $u_0 = 2$. The subpixel estimate is $\hat{u} = 2 - (0.9628 - 0.8823)/(0.8823 - 2 \cdot 0.9901 + 0.9628)/2 = 2 - 0.30 = 1.70[\Delta x]$ (Eq. 16.36), which is close to the estimate $1.61[\Delta x]$ in the second iteration of Example 16.4.

We now relate these measures to those developed in the context of the differential approach. First let us assume that the two images are not shifted or that the optimal shift has been applied to $g_2$. Then assuming

$$g_1(x) = f(x) + n_1(x)$$
$$g_2(x) = a \left[ f(x) + n_2(x) \right] + b$$

where $n_1$ and $n_2$ are independent white noise with variance $\sigma_{n_1} = \sigma_{n_2} = \sigma_n$ and $f$ is stochastic with variance $\sigma_f^2$ and independent from $n_1$ and $n_2$, we obtain the variances

$$\sigma_{g_1}^2 = \sigma_f^2 + \sigma_n^2$$
$$\sigma_{g_2}^2 = a^2(\sigma_f^2 + \sigma_n^2)$$

and the covariance

$$\sigma_{g_1g_2} = a \cdot \sigma_f^2$$

and therefore the correlation coefficient $\rho_{12}$ (cf. Ballard and Brown, 1982)

$$\rho_{12} = \frac{\sigma_{g_1g_2}}{\sigma_{g_1}\sigma_{g_2}} = \frac{\sigma_f^2}{\sigma_f^2 + \sigma_n^2}$$

(16.37)
or, with the signal-to-noise ratio,

\[ \text{SNR}^2 = \frac{\sigma_f^2}{\sigma_n^2} \]

\[ \rho_{12} = \frac{\text{SNR}^2}{\text{SNR}^2 + 1} \]  \hspace{1cm} (16.38)

or

\[ \text{SNR}^2 = \frac{\rho_{12}}{1 - \rho_{12}} \]  \hspace{1cm} (16.39)

Thus the maximum achievable correlation coefficient is limited by the signal-to-noise ratio. On the other hand, we can derive the signal-to-noise ratio from the empirical correlation coefficient. Moreover, if we know the variance \( \sigma_{g_1}^2 \) of the observed signal, we can derive the noise variance

\[ \sigma_n^2 = \sigma_{g_1}^2 (1 - \rho_{12}) = \sigma_f^2 \frac{1 - \rho_{12}}{\rho_{12}} \]  \hspace{1cm} (16.40)

As the correlation coefficient is identical to the cosine of the angle \( \gamma \) between the vectors \( g_1 \) and \( g_2 \), we have three equivalent measures for evaluating the intensity of two signals. Examples are:

- \( \text{SNR} = 10 \quad \rho = 0.99 \quad \gamma = 8^\circ \)
- \( \text{SNR} = 3.4 \quad \rho = \sqrt{2}/2 \quad \gamma = 45^\circ \)
- \( \text{SNR} = 1 \quad \rho = 0.5 \quad \gamma = 60^\circ \)  \hspace{1cm} (16.41)

Values of \( \rho \) smaller than 0.5 thus correspond to a signal-to-noise ratio less than 1. Reasonable critical values for \( \rho_{12} \) lie in the range between 0.5 and 0.7.

If we use Eqs. (16.37) and (16.39), we can rewrite the variance of the estimated shift from Eq. (16.11):

\[ \sigma_n^2 = \frac{1}{m} \cdot \frac{1}{\text{SNR}^2} \cdot \frac{\sigma_f^2}{\sigma_f^2} = \frac{1}{m} \cdot \frac{1 - \rho_{12}}{\rho_{12}} \cdot \frac{\sigma_f^2}{\sigma_f^2} \]  \hspace{1cm} (16.42)

It now becomes obvious that the correlation coefficient gives only partial information about the precision of a match: the number of points used—thus the window size and the ratio \( \sigma_f^2/\sigma_f^2 \)—is not used.

This ratio \( \sigma_f^2/\sigma_f^2 \) relating the "edge busyness" \( \sigma_f^2 \), to the variance of the signal can be shown to be proportional to the effective bandwidth of the signal, and, owing to the moment theorem, equal to the (negative) curvature of the autocorrelation function (ACF) of \( f(x) \) (Papoulis, 1965; Ryan, Gray, and Hunt, 1980). Thus two profiles with the same length and the same variance may lead to significantly different matching precisions (Fig. 16.6). The standard deviation \( \sigma_x(B) \) obtainable with profile \( B \) is four times higher than the standard deviation \( \sigma_x(A) \) with profile \( A : \sigma_x(B) = 4 \cdot \sigma_x(A) \).

Using the second derivative \( \rho''(u) = (\rho_+ - 2\rho_0 + \rho_-)/\Delta x^2 \) of the empirical correlation function \( \rho(u) \) (cf. Eq. 16.34), we obtain an expression for the variance
Figure 16.6 Two profiles of common contrast but different sharpness. If one assumes a constant noise variance, matching with profile $A$ leads to four times larger standard deviation of the estimated shift than does matching with profile $B$.

of estimated shift

$$
\sigma_x^2 = \frac{1}{m} \cdot \frac{1 - \rho_0}{\rho_0} \cdot \frac{\Delta x^2}{-\rho_+ + 2\rho_0 - \rho_-}
$$

(16.43)

with the pixel spacing $\Delta x$. This may be used for evaluating the result of correlation techniques and, of course, holds if the geometric model of a pure shift is approximately valid and the position $\hat{\mu}$ has been estimated by some interpolation of the cross-correlation function (cf. Eq. 16.36).

### EXAMPLE 16.6

The result of the correlation in Example 16.5 can now be evaluated. The standard deviation of the estimated shift according to Eq. (16.43) results in

$$
\sigma_\mu = 1/8 \cdot (1 - 0.9901)/0.9901/(-0.8823 + 2 \cdot 0.9901 - 0.9628) = 0.009251
$$

and thus $\sigma_\mu = 0.096[\Delta x]$, which seems a bit too optimistic. The estimated noise standard deviation, according to Eq. (16.40), $\sigma_n = 1.41[gr]$, is very close to the one (1.43[gr]) obtained in the second iteration of Example 16.4. The difference probably results from the weak estimate of the curvature of the cross-correlation function from only three points, which likely is biased toward too high a curvature (Berman, 1989).

### 16.3 Intensity-Based Matching of Two-Dimensional Signals

The differential techniques for intensity-based matching can be directly transferred to the case of two-dimensional functions $f(r, c)$ and $g(r, c)$. 
16.3.1 The Principle and the Relation to Optical Flow

In the most general case of matching an observed intensity function to a given one, we start from the nonlinear model

\[ g(r_i, c_i) = f(p_i, q_i) + n(r_i, c_i) \quad i = 1, \ldots, m \]  

(16.44)

with

\[
\begin{pmatrix}
  p_i \\
  q_i
\end{pmatrix} =
\begin{pmatrix}
  r_i \\
  c_i
\end{pmatrix} - \begin{pmatrix}
  \hat{u}(r, c) \\
  \hat{v}(r, c)
\end{pmatrix},
\]

(16.45)

again assuming that the object is given at a grid, together with an appropriate interpolation scheme, and that the noise is white with variance \( \sigma^2_n \).

If we assume that approximate values \( u_0(r_i, c_i) \) of the unknown deformation \([\hat{u}(r, c), \hat{v}(r, c)]\) are known, we obtain the linearized model

\[ \Delta g_i = -f_{r_i} \cdot \Delta u_i - f_{c_i} \cdot \Delta v_i + n_i \]  

(16.46)

with

\[
\begin{align*}
\Delta g_i &= g(r_i, c_i) - f[r_i - u_0(r_i, c_i), c_i - v_0(r_i, c_i)] \\
 f_{r_i} &= \frac{\partial f(p, q)}{\partial p} \bigg|_{p=r_i-u_0(r_i,c_i), q=c_i-v_0(r_i,c_i)} \\
 f_{c_i} &= \frac{\partial f(p, q)}{\partial q} \bigg|_{p=r_i-u_0(r_i,c_i), q=c_i-v_0(r_i,c_i)} \\
 \Delta u_i &= \hat{u}(r_i, c_i) - u_0(r_i, c_i) \\
 \Delta v_i &= \hat{v}(r_i, c_i) - v_0(r_i, c_i) \\
 n_i &= n(r_i, c_i)
\end{align*}
\]

Here we want to relate Eq. (16.46) to the optical flow equation used in motion analysis.

If one treats \( f \) as a time-varying intensity field \( f(r, c, t) \) with the velocity field \([u(r, c), v(r, c)]\), the nonlinear model equation (16.44) can be written as

\[ f[r + u(r, c) \cdot dt, c + v(r, c) \cdot dt, t + dt] = f(r, c, t) \]

with the the noise term omitted, thus referring to the expected value of \( g \). If we now linearize, for the sake of simplicity at \( u = v = 0 \), we obtain

\[ f(r, c, t) + \frac{\partial f(r, c, t)}{\partial r} \cdot u(r, c) \cdot dt + \frac{\partial f(r, c, t)}{\partial c} \cdot v(r, c) \cdot dt + \frac{\partial f(r, c, t)}{\partial t} \cdot dt = f(r, c, t) \]

Setting \( \nabla f = (f_r, f_c)' \) the spatial gradient of \( f \), \( V = (u, v)' \) the velocity field, and \( \dot{f} = \partial f/\partial t \) the temporal change of \( f \), we obtain

\[ \nabla f \cdot V + \dot{f} = 0 \]

the optical flow equation.
The equation simply states that the intensity of corresponding points is time invariant, and changes in \( f \) are due only to \( V \). This relation approximately holds for image sequences but neither at occlusions nor if the time spacing \( \Delta t \) is large. While occlusions cannot explicitly be handled with the model equation (16.44), changes in illumination or reflectance may be taken into account by additional parameters.

Now Eq. (16.46) does not allow us to estimate \( \Delta u(r_i, c_i) \) and \( \Delta v(r_i, v_i) \) simultaneously, as only one observation—namely, \( \Delta g_i \)—is available. This so-called aperture problem can be solved only by adding constraints on the deformation field \( V(r, c) = [u(r, c), v(r, c)] \). Several stages of constraints are of practical use here:

1. \( V(r, c) \) is constant. This is the classical assumption used also for cross-correlation (Barnea and Silverman, 1972).

2. \( V(r, c) \) is a linear function in \( r, c \). This would be a first-order approximation of \( V \), which for smooth deformations can be used for local estimates. The first attempts to exceed a shift were made by Schalhoff and McVey (1979) and Huang (1981) (cf. the review given by Förstner, 1984).

3. \( V(r, c) \) is smooth. This assumption allows one to model real situations, as in satellite imagery, medical imagery, or reconstruction of smooth surfaces.

4. \( V(r, c) \) most generally is best modeled to be piecewise smooth. Then occlusions may also be handled, though no explicit reference is made to the three-dimensional structure in the model.

5. If image matching is used to evaluate stereo images; if the relative orientation of the cameras, including their interior orientation, is known; and if the rows of both images are parallel to the baseline, that is, the line through the two projection centers, then \( u(r, c) \equiv 0 \) for all \( r, c \). Thus only \( v(r, c) \) is to be estimated, which reduces the problem to profile matching, discussed in the previous section. Now, however, the matching can be based on two-dimensional windows, thereby stabilizing the estimates (cf. Section 16.6.3).

We want to treat only the first two cases—those with unknown contrast shift and unknown linear transformation—but will include parameters for differences in brightness or contrast. In addition, we discuss two special cases in order to motivate the interest operator to select distinct points. The more general problem of estimating a complete displacement field was treated in Chapter 15.

### 16.3.2 Estimating Constant-Shift Parameters

The simplest model for matching is

\[
p = x - u, \quad q = y - v
\]

This assumes solely a shift \((u, v)\) between the two windows of concern.

The linearized model then reads as

\[
\Delta g_i = -f_{c_i} \cdot \Delta u - f_{r_i} \cdot \Delta v + n_i, \quad i = 1, \ldots, m
\]  
\begin{equation}
(16.47)
\end{equation}
with

\[ f_{ri} = \left. \frac{\partial f(p, q)}{\partial r} \right|_{r=r_i-u_0, c=c_i-v_0} \]

\[ f_{ci} = \left. \frac{\partial f(p, q)}{\partial c} \right|_{r=r_i-u_0, c=c_i-v_0} \]

\[ \Delta u = \hat{u} - u_0, \]

\[ \Delta v = \hat{v} - v_0, \]

\[ \Delta g_i = g(r_i, c_i) - f(r_i - u_0, c_i - v_0) \]

\[ u_i = u(r_i, c_i) \]

for all \( m \) pixels \( (r_i, c_i) \) in the window. In most cases the points \( (r_i, c_i) \) form a grid with \( m = m_r, m_c \) points, but Eq. (16.47) also can be used if the points do not form a grid.

The normal equations are then given by

\[ N \hat{\mathbf{y}} = \mathbf{h} \]  \hspace{1cm} (16.48)

with the \( 2 \times 2 \) normal equation matrix \( N \)

\[
N = \begin{pmatrix}
\sum_{i=1}^{m} f_{ri}^2 & \sum_{i=1}^{m} f_{ri} f_{ci} \\
\sum_{i=1}^{m} f_{ri} f_{ci} & \sum_{i=1}^{m} f_{ci}^2
\end{pmatrix} = \begin{pmatrix}
N_{11} & N_{12} \\
N_{21} & N_{22}
\end{pmatrix} \]  \hspace{1cm} (16.49)

and the right-hand sides

\[
\mathbf{h} = -\begin{pmatrix}
\sum_{i=1}^{m} f_{ri} \cdot \Delta g_i \\
\sum_{i=1}^{m} f_{ci} \cdot \Delta g_i
\end{pmatrix} \]  \hspace{1cm} (16.50)

and \( \hat{\mathbf{y}} = (\hat{\Delta u} \  \hat{\Delta v}) \), which can be resolved for \( \hat{\mathbf{y}} \), for example, by using the weight coefficient matrix of the unknown parameters \( \hat{\mathbf{y}} \)

\[
Q = N^{-1} = \frac{1}{N_{11} N_{22} - N_{12}^2} \begin{pmatrix}
N_{22} & -N_{12} \\
-N_{12} & N_{11}
\end{pmatrix}
\]

leading to the estimates \( \hat{u} = u_0 + \hat{\Delta u} \) and \( \hat{v} = v_0 + \hat{\Delta v} \). We also obtain an estimate for the unknown variance factor, identical here to the noise variance

\[
\sigma_n^2 = \frac{1}{m-2} \sum_{i=1}^{m} \left[ g(r_i, c_i) - f(r_i - \hat{u}, c_i - \hat{v}) \right]^2
\]
This can then be used to obtain the covariance matrix \( \hat{\Sigma}_{\hat{y}\hat{y}} \) of the unknown shift \( \hat{u} \) and \( \hat{v} \)

\[
\hat{\Sigma}_{\hat{y}\hat{y}} = \hat{\sigma}_n^2 \cdot Q = \hat{\sigma}_n^2 \cdot \begin{pmatrix}
\sum_{i=1}^{m} f_{r_i}^2 & \sum_{i=1}^{m} f_{r_i} f_{c_i} \\
\sum_{i=1}^{m} f_{r_i} f_{c_i} & \sum_{i=1}^{m} f_{c_i}^2
\end{pmatrix}^{-1}
\]  

(16.51)

from which follow the standard deviations

\[
\hat{\sigma}_\hat{u} = \hat{\sigma}_n \cdot \sqrt{Q_{11}} = \hat{\sigma}_n \cdot \sqrt{\frac{N_{22}}{N_{11}N_{22} - N_{12}^2}}
\]

and

\[
\hat{\sigma}_\hat{v} = \hat{\sigma}_n \cdot \sqrt{Q_{22}} = \hat{\sigma}_n \cdot \sqrt{\frac{N_{11}}{N_{11}N_{22} - N_{12}^2}}
\]

The estimates are correlated with correlation coefficient

\[
\rho_{\hat{u}\hat{v}} = \frac{-N_{12}}{\sqrt{N_{11}N_{22}}}
\]

which could be used to further evaluate the estimates.

If we use estimates

\[
\sigma^2_{fr} = \frac{1}{m} \sum_{i=1}^{m} f_{r_i}^2 = \frac{N_{11}}{m}
\]

\[
\sigma^2_{fc} = \frac{1}{m} \sum_{i=1}^{m} f_{c_i}^2 = \frac{N_{22}}{m}
\]

and

\[
\sigma^2_{frfc} = \frac{1}{m} \sum_{i=1}^{m} f_{r_i} f_{c_i} = \frac{N_{12}}{m}
\]

for the local squared gradient, or

\[
\nabla \hat{f} \cdot \nabla \hat{f}' = \begin{pmatrix}
\sigma^2_{fr} & \sigma_{frfc} \\
\sigma_{frfc} & \sigma^2_{fc}
\end{pmatrix}
\]  

(16.52)

we can rewrite Eq. (16.51) as

\[
\hat{\Sigma}_{\hat{y}\hat{y}} = \frac{\hat{\sigma}_n^2}{m} \cdot \begin{pmatrix}
\sigma^2_{fr} & \sigma_{frfc} \\
\sigma_{frfc} & \sigma^2_{fc}
\end{pmatrix}^{-1}
\]  

(16.53)

Thus in addition to the estimates \( \hat{u} \) and \( \hat{v} \), we obtain a measure for the (internal) precision of the estimates. This precision intuitively depends on the following factors:

1. The noise variance \( \sigma^2_n \). If we have good a priori knowledge about \( \sigma^2_n \), we can introduce it instead of the estimated value \( \hat{\sigma}_n^2 \). As the model Eq. (16.47) will in many cases be oversimplified, we will not generally use \( \hat{\sigma}_n^2 \).
2. The number $m$ of used pixels. Thus the standard deviation decreases linearly with the width of a square window. This holds only as long as new information is collected when increasing the window, and thus only as long as the average gradient in the window remains constant. Otherwise Eq. (16.51) demonstrates no advantage in using larger windows, as the sums in brackets remain practically constant.

3. The average squared gradient in the window ($\nabla f^T \nabla f$). This indicator of the edge busy ness is decisive for the precision of the match. We can show that it measures the curvature of the autocovariance (cross-correlation) function of $f(r,c)$, specifically the negative Hessian of the autocorrelation function of $f(r,c)$, if we assume $f$ has zero mean and is thus a direct generalization of the relations to cross-correlation techniques discussed in Section 16.2.8.

The advantage of using Eqs. (16.51) and (16.53) is that, if we assume the noise variance is constant over an entire image, they enable us to determine in advance those places where we can expect high precision—that is, before we actually perform the matching procedure. This is because the equations depend only on the content of one window, and not on the actual observations, which would require two windows. Even if both windows are distorted by noise, $f(r,c)$ may be replaced by an adequate estimate from only one of the two windows, also in this case allowing us to check in advance the precision of the match.

Figure 16.7 shows 10 small windows from which the interior $16 \times 16$ pixels are used to evaluate the expected precision of a match. The confidence ellipses shown below the template assume a noise standard deviation of $\sigma_n = 5$ gray values. With 99% probability the true shift will lie in the area depicted by the ellipse around the estimated shift. The pixel size is $\Delta x = 20 \mu m$. The smallest confidence ellipses have major axes of less than $1 \mu m$ and thus less than $1/20$ of a pixel. The largest confidence ellipse is obtained at the edge point, indicating that one cannot expect good accuracy for the position along the edge. The other confidence ellipses reflect reasonably well the image content with respect to the expected precision of matching. Thus the covariance matrix, proportional to the inverse of the normal equation matrix, is an ideal measure with which to evaluate the distinctness of small windows. As it is a statistical measure, essentially derived by averaging the quadratic gradient, no interpretation of the image content within the window is performed; therefore corners, circles, and random texture are treated simply from the standpoint of distinctness. The interest operator, discussed in Section 16.4, was actually motivated by searching for windows that guarantee good matching accuracy.

### 16.3.3 Estimating Linear Transformations

In the most important case of matching two small windows, we assume the model

\[ g_1(r_i, c_i) = f(r_i, c_i) + n_1(r_i, c_i) \]
\[ g_2(r_i, c_i) = h[f(p_i, q_i)] + n_2(r_i, c_i) \]
\[
\begin{align*}
(p)_{i} &= \begin{pmatrix} a_1 & a_2 \\ a_4 & a_5 \end{pmatrix} \cdot (r)_{i} + \begin{pmatrix} a_3 \\ a_6 \end{pmatrix} \\
q_{i} &= \begin{pmatrix} \alpha_7 \\ \alpha_8 \end{pmatrix} + a_8 \\
h(f) &= \alpha_7 \cdot f + \alpha_8
\end{align*}
\]  
(16.54)  
(16.55)  

where the noise \( n_1 \) and \( n_2 \) in both observed images \( g_1 \) and \( g_2 \) is white with standard deviations \( \sigma_{n_1} \) and \( \sigma_{n_2} \), and the eight parameters \( a_k, k = 1, \ldots, 8 \), are unknown. If we assume that the approximate values \( a_{0k}, k = 1, \ldots, 8 \), are known, we obtain the linearized model

\[
\Delta g_i = f_{r_i} \cdot r_i \cdot \Delta a_1 + f_{c_i} \cdot c_i \cdot \Delta a_2 + f_r \cdot \Delta a_3 + f_{c_i} \cdot r_i \cdot \Delta a_4 + f_{c_i} \cdot c_i \cdot \Delta a_5 + f_{c_i} \cdot \Delta a_6 + f_i \cdot \Delta a_7 + 1 \Delta a_8 + \bar{n}_i
\]

with

\[
\Delta a_k = \hat{a}_k - a_{0k}, \quad k = 1, \ldots, 8
\]

\[
\Delta g_i = g_2(r_i, c_i) - g_1(p_{0i}, q_{0i})
\]

\[
\bar{n}_i = n_2(r_i, c_i) - n_1(p_{0i}, q_{0i})
\]

and estimates for \( f_{r_i}, f_{c_i}, \) and \( f_i \), for example,

\[
\begin{align*}
f_{r_i} &= \frac{\partial \hat{g}_1(r_i, c_i)}{\partial r} \\
f_{c_i} &= \frac{\partial \hat{g}_1(r_i, c_i)}{\partial c} \\
f_i &= \hat{g}_1(r_i, c_i)
\end{align*}
\]

with

\[
\begin{pmatrix} p \\ q \end{pmatrix}_{\alpha_1} = \begin{pmatrix} a_{01} & a_{02} \\ a_{04} & a_{05} \end{pmatrix} \cdot \begin{pmatrix} r \\ c \end{pmatrix}_{\alpha_1} + \begin{pmatrix} a_{03} \\ a_{06} \end{pmatrix}
\]

where \( \hat{g}_1 \)—that is, the smoothed version of \( g_1 \) (cf. Section 13.2.7)—is restored. Again at least linear interpolation is required for \( g_1, f_{r_i}, \) and \( f_{c_i} \) in order to avoid unstable solutions.†

†An averaging of \( g_1 \) and \( g_2 \) and of \( \partial g_1 / \partial p \) and \( \partial g_2 / \partial r \), and the like, needs to take the geometric and radiometric transformations into account.
Figure 16.7 Precision of matching to be expected for 10 small windows. Although 32 × 32 pixels are shown, only the interior 16 × 16 pixels are assumed to be used. The noise standard deviation is assumed to be $a_n = 5[gr]$. The 99% confidence ellipses given in μm refer to a pixel size of 20μm. Observe the extremely high precision to be expected and the elongated ellipse at the edge.
We then have the following normal equation matrix $N$:

\[
\begin{pmatrix}
\Sigma f_r^2 r^2 & \Sigma f_r f_c r^2 & \Sigma f_r f_c r & \Sigma f_r f_c & \Sigma f_r & \\
\Sigma f_r^2 c^2 & \Sigma f_r f_c r & \Sigma f_r f_c r & \Sigma f_r f_c & \Sigma f_r & \\
\Sigma f_r^2 & \Sigma f_r f_c r & \Sigma f_r f_c r & \Sigma f_r f_c & \Sigma f_r & \\
- & - & - & - & - & \\
- & - & - & - & - & \\
- & - & - & - & - & \\
- & - & - & - & - & \\
\end{pmatrix}
\]

omitting the index $i$ for convenience and solving the sums over all pixels $(r_i, c_i)$ in the windows. The right-hand side $h$ is given by

\[
h = \begin{pmatrix}
\sum_{i=1}^{m} f_{ri} r_i \Delta g_i \\
\sum_{i=1}^{m} f_{ri} c_i \Delta g_i \\
\sum_{i=1}^{m} f_{r} \Delta g_i \\
- & - & - & \\
\sum_{i=1}^{m} f_{ci} r_i \Delta g_i \\
\sum_{i=1}^{m} f_{ci} c_i \Delta g_i \\
\sum_{i=1}^{m} f_{c} \Delta g_i \\
- & - & - & \\
\sum_{i=1}^{m} f_i \Delta g_i \\
\sum_{i=1}^{m} 1 \Delta g_i \\
\end{pmatrix}
\]

(16.56)

The normal equation system $N\hat{y} = h$ for the eight unknown parameters $\hat{y} = (\hat{\Delta} a_k)$ yields the six corrections $\Delta u_k$, $k = 1, \ldots, 6$, to the approximate values of the
geometric transformation and the correction $\Delta a_7$ and $\Delta a_8$ for the radiometric parameter; thus

$$\hat{a}_k = a_{0k} + \Delta a_k, \quad k = 1, \ldots, 8$$

which may be used as new approximate values in a further iteration.

The main effort consists in building the normal equation matrix. If $g_2$ is not very noisy, simply a restored version $\hat{g}_1$ or $\hat{g}_2$ could be used for determining the $f_i$, $f_{ri}$, and $f_{ci}$, which then need not be updated during an iteration sequence. Only the right-hand sides $h$ of Eq. (16.57) have to be recomputed in each iteration. This speeds up the computation and increases the radius of convergence (Burkhardt and Moll, 1979).

The estimated noise variance

$$\hat{\sigma}_n^2 = \frac{1}{m - 8} \sum_{i=1}^{m} [\hat{a}_3 g_1(\hat{p}_i, \hat{q}_i) + \hat{a}_h - g_2(\hat{r}_i, \hat{c}_i)]^2$$

(16.58)

with

$$\begin{pmatrix} \hat{p}_i \\ \hat{q}_i \end{pmatrix} = \begin{pmatrix} \hat{a}_1 & \hat{a}_2 \\ \hat{a}_4 & \hat{a}_5 \end{pmatrix} \begin{pmatrix} r_i \\ c_i \end{pmatrix} + \begin{pmatrix} \hat{a}_3 \\ \hat{a}_6 \end{pmatrix}$$

now is a reliable estimate in many cases, especially if windows that are not too large or not too small are used (e.g., between $9 \times 9$ and $31 \times 31$), and if the distortions between the two images are smooth enough to be modeled by a linear transformation. The two parameters compensating for brightness and contrast are sufficient but also necessary in most practical cases.

The inverse $Q$ of the normal equation matrix may be used to yield the covariance matrix and from there the standard deviation $\sigma_{ak}$ of the estimate

$$\hat{\sigma}_{ak} = \hat{\sigma}_n \cdot \sqrt{Q_{kk}}$$

thus also specifying the precision of the estimated scale, rotation, and shears.

The small windows, however, often do not contain enough detail to enable one to determine all eight parameters. Especially the scales ($a_1, a_5$, and $a_7$) and the shears ($a_2$ and $a_4$) are frequently not estimable. Therefore a priori knowledge about the transformation may be introduced in a Bayesian manner by using additional observations (possibly fictitious ones)

$$da_k = \hat{da}_k + n_{ak}, \quad w_{ak} = \frac{\sigma_n^2}{\sigma_{ak}^2}, \quad k = 1, \ldots, 8$$

with individual weights depending on the quality, specifically the standard deviations $\sigma_{ak}$ of the corrections to the a priori values $da_k$. This leads to the modified and stabilized normal equation system

$$[N + \text{Diag}(w_{ak})] \cdot \hat{y} = h$$

The right-hand sides $h$, because of the corrections assumed to be $da_k = 0$, remain unchanged. The following standard deviations can be recommended:

<table>
<thead>
<tr>
<th>Scales, shears</th>
<th>$\sigma_{ak} = 0.1 - 1$</th>
<th>$k = 1,2,4,5,7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric shifts</td>
<td>$\sigma_{ak} = 1 - 10$ [pixel]</td>
<td>$k = 3,6$</td>
</tr>
<tr>
<td>Radiometric shift</td>
<td>$\sigma_{ak} = 10 - 100$ [gray value]</td>
<td>$k = 8$</td>
</tr>
</tbody>
</table>
The noise standard deviation \( \sigma_n \) has to be estimated or guessed. The result is not too sensitive against errors of a factor 2 in these assumed standard deviations.

### 16.3.4 Invariant Points

Much as in Section 16.2.3 (Eq. 16.16), we now want to find points within the window that, when transferred into the other window, are invariant with respect to changes or errors in scale or rotation. To simplify the derivation, we restrict the analysis to three parameters.

The first model, including two shifts and scale, yields the symmetric normal equation matrix

\[
N = \begin{pmatrix} N_{11} & N_{12} & N_{13} \\ N_{21} & N_{22} & N_{23} \\ N_{31} & N_{32} & N_{33} \end{pmatrix} = \begin{pmatrix} \sum_i f_{r_i}^2 & \sum_i f_{r_i} f_{c_i} & \sum_i f_{r_i} (f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i) \\ \sum_i f_{r_i} f_{c_i} & \sum_i f_{c_i}^2 & \sum_i f_{c_i} (f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i) \\ \sum_i f_{r_i} (f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i) & \sum_i f_{c_i} (f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i) & \sum_i (f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i)^2 \end{pmatrix}
\]

(16.59)

using \( \bar{r}_i = r_i - r_0 \) and \( \bar{c}_i = c_i - c_0 \) with the unknown reference point \((r_0, c_0)\). If we require the estimates \( \hat{u} \) and \( \hat{v} \) of the two shifts \( u \) and \( v \) to be independent on the estimated scale, then we have to determine \( r_0 \) and \( c_0 \) from

\[
N_{13} = 0 = \sum_i f_{r_i} [f_{r_i} (r_i - r_0) + f_{c_i} (c_i - c_0)] \\
N_{23} = 0 = \sum_i f_{c_i} [f_{r_i} (r_i - r_0) + f_{c_i} (c_i - c_0)]
\]

leading to the 2 × 2 system of equations

\[
\begin{pmatrix} \sum_i f_{r_i}^2 & \sum_i f_{r_i} f_{c_i} \\ \sum_i f_{r_i} f_{c_i} & \sum_i f_{c_i}^2 \end{pmatrix} \begin{pmatrix} r_0 \\ c_0 \end{pmatrix} = \begin{pmatrix} \sum_i (f_{r_i}^2 \bar{r}_i + f_{r_i} f_{c_i} \bar{c}_i) \\ \sum_i (f_{r_i} f_{c_i} \bar{r}_i + f_{c_i}^2 \bar{c}_i) \end{pmatrix}
\]

(16.60)

for \((r_0, c_0)\). This point has several important properties:

- If only the shift parameters \((\hat{r}, \hat{c})\) would have been determined, but the contents of the windows of concern are different in scale, then the shift should be applied to \((r_0, c_0)\) in \( g(r, c) \), as the transferred point \((r_0 - \hat{r}, c_0 - \hat{c})\) then would not be biased owing to scale differences.

- The transferred point \((r_0 - \hat{r}, c_0 - \hat{c})\) has the minimum variance (cf. Eq. 16.17), provided the model with three parameters is adequate.

- The invariance of \((r_0, c_0)\) with respect to scale differences especially holds for corner points (cf. Fig. 16.8a, b), for example, points where several \((\geq 2)\) edges meet. This is because (in the noiseless case) all gradients \( \nabla f_i = (f_{r_i}, f_{c_i}) \) are orthogonal to \((r_i - r_0, c_i - c_0)\), leading to the condition \( f_{r_i} \bar{r}_i + f_{c_i} \bar{c}_i = 0 \) and thus to \( N_{13} = N_{23} = 0 \). This indicates that the estimates for the shifts and the scale are uncorrelated. But then also \( N_{33} = 0 \) (cf. Eq. 16.59), from which it is clear that the scale cannot be determined. The condition mentioned above was also used by Negahdaripour and Horn (1989)
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Figure 16.8 Two pairs of images where a scale difference \((a, b)\) and a rotation \((c, d)\) cannot be determined or can be only weakly determined. The points \((r_0, c_0)\) and \((r_0', c_0')\) can be determined directly from eqs. (16.60) and (16.61). Estimating the shifts \((r, c)\) without additional geometric parameters for scale or rotation (e.g., by two-dimensional cross-correlation) and applying the shifts to these points leads to unbiased transferred points.

... to estimate the focus of expansion, leading to the same normal equation system, Eq. (16.60).

The same reasoning can be followed to determine the point \((r^*_0, c^*_0)\) in the window that, when transferred to the other window, is invariant with respect to differences in rotation. If we want to estimate an unknown rotation in addition to unknown shifts \((\hat{r}, \hat{c})\), the nonlinear model

\[
g(r_i, c_i) = f(\cos \phi \cdot r_i + \sin \phi \cdot c_i - u, -\sin \phi \cdot r_i + \cos \phi \cdot c_i - v) + n(r_i, c_i)
\]

with \(\phi \approx 0\) in linearized form, reads as

\[
g(r_i, c_i) = f(r_i + \phi c_i - u, -\phi r_i + c_i - v) + n(r_i, c_i)
\]

This leads to the \(3 \times 3\) normal equation matrix

\[
N = \begin{pmatrix}
N_{11} & N_{12} & N_{13} \\
N_{21} & N_{22} & N_{23} \\
N_{31} & N_{32} & N_{33}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\sum_i f_{r_i}^2 - \sum_i f_{r_i} f_{c_i} - \sum_i f_{r_i} (f_{r_i} \bar{c}_i - f_{c_i} \bar{r}_i) \\
\sum_i f_{c_i}^2 - \sum_i f_{c_i} (f_{r_i} \bar{c}_i - f_{c_i} \bar{r}_i) \\
\sum_i (f_{r_i} \bar{c}_i - f_{c_i} \bar{r}_i)^2
\end{pmatrix}
\]
For the shifts \((r, c)\) to be stochastically independent from \(\phi\), the conditions for \((r_0^*, c_0^*)\) now are

\[
N_{13} = 0 = \sum f_i \left[ f_{r_i}(c_i - c_0^*) - f_{c_i}(r_i - r_0^*) \right] \\
N_{23} = 0 = \sum f_i \left[ f_{r_i}(c_i - c_0^*) - f_{c_i}(r_i - r_0^*) \right]
\]

Therefore \((r_0^*, c_0^*)\) in this case can be estimated from the \(2 \times 2\) equation system:

\[
\begin{pmatrix}
\sum_i f_{c_i}^2 & -\sum_i f_{r_i}f_{c_i} \\
-\sum_i f_{r_i}f_{c_i} & \sum_i f_{r_i}^2
\end{pmatrix}
\begin{pmatrix}
r_0^* \\
c_0^*
\end{pmatrix} =
\begin{pmatrix}
\sum_i (f_{c_i}^2 \cdot r_i - f_{r_i}f_{c_i} \cdot c_i) \\
\sum_i (-f_{r_i}f_{c_i} \cdot r_i + f_{r_i}^2 \cdot c_i)
\end{pmatrix}
\tag{16.61}
\]

Also, this point has the following important properties:

- The transferred point \((r_0^* - \hat{r}, c_0^* - \hat{c})\) among all others has the highest precision, provided the three-parameter model holds.

- If one wishes to determine the shift parameters \((r, c)\) from the two windows without taking a rotation into account, the transferred point \((r_0^* - \hat{r}, c_0^* - \hat{c})\) is unbiased, that is, invariant to possible rotations between the two windows around \((r_0^*, c_0^*)\) and \((r_0^* - \hat{r}, c_0^* - \hat{c})\), respectively.

- The invariance of \((r_0^*, c_0^*)\) with respect to rotation differences especially holds for the centers of figures, which are circularly symmetric with respect to \((r_0^*, c_0^*)\) (cf. Fig. 16.8c, d). The gradients are expected to be parallel to \((r_i, c_i)\), leading to the condition \(f_{r_i}c_i - f_{c_i}r_i = 0\). Therefore not only does \(N_{13} = N_{23} = 0\), proving the independence of the shift estimates and the rotation, but also \(N_{33} = 0\), showing that the rotation is not determinable.

We will use these relations and the similarity of the normal equation matrices (16.49), (16.60), and (16.61) as a basis for the interest operator discussed next.

### 16.4 An Interest Operator

#### 16.4.1 Introduction

Image matching as well as general image analysis may require one to find interesting points in the image. *Interesting* here has several meanings, depending on the context:

1. **Distinctness.** Points should be distinct, that is, distinguishable from immediate neighbors. This definition especially excludes points sitting on the same edge. Distinct points may be corners, blobs, highly textured places, and so on. One way to measure distinctness is to compare the intensity function within a window at a point with the intensity function of all surrounding windows. One
could, for example, use the correlation coefficient. If the maximum of the correlation coefficients of the point with its neighbors is small, then the point is dissimilar to all neighbors and is thus a distinct point. This condition is identical to requiring the autocorrelation function at a point to be peaked or to show a high curvature in all directions.

2. **Invariance.** The position as well as the selection of the interesting point should be invariant with respect to the expected geometric and radiometric distortions, which may include robustness with regard to gross or unexpected errors. Invariance and distinctness obviously are the main properties that interesting points should have, as they influence all subsequent steps in the analysis.

3. **Stability.** The position as well as the selection should be invariant with respect to viewing excluding “virtual interestingness.” This is to ensure that interesting points in the image correspond to interesting points in the object. For example, corner points of polyhedra can be assumed stable, while T-junctions usually are unstable, as they almost always result from occlusions. Stability thus is decisive for image-matching three-dimensional reconstruction as well as for general image analysis tasks.

4. **Uniqueness.** Whereas distinctness aims at local separability, uniqueness aims at global, that is, imagewide, separability. This is to avoid locally distinct but repetitive features or points that confuse or at least slow down many matching procedures. Unique points thus may significantly increase the reliability of the results of matching and analysis procedures. Uniqueness is probably the notion closest to interestingness and the reason to use the term *interest operator* for procedures extracting such points.

5. **Interpretability.** While the previous notions specifying interestingness can be used for both matching and image analysis, we may in addition require the extracted points to have a meaning with respect to image interpretation. Such points then may be corners, junctions of lines, centers of circles, rings, and so on.

Chapter 7 discussed several interest operators for detecting corners. Some, like Moravec’s operator (Moravec, 1980; Thorpe, 1983) do not locate corners precisely enough; others rely on a geometric description of the intensity surface and thus are not able to handle corners with more than two edges meeting. All techniques for finding corners of polyhedra with three or even more edges meeting require extracting edges before grouping them in order to obtain corner points. Techniques for finding the centers of circles follow the same type of procedure.

Here we discuss an interest operator that practically fulfills all the criteria mentioned above and contains the extraction procedures as a special case (Paderes, Mikhail, and Förstner, 1984; Förstner, 1986a; Förstner and G ülch, 1987). It follows a three-step procedure:

1. **Selection of optimal windows.** The selection is based on the average gradient magnitude within a window of prespecified size. Searching for local maxima, while suppressing windows on edges, guarantees (local) distinctness. The measure used is also invariant with respect to rotation.
2. **Classification of the image function within the selected windows.** The classification distinguishes between types of singular points such as corners, rings, and spirals, on one hand, and isotropic texture, on the other. Excluding spirals here, a classification of corners, rings, and general texture, based on a statistical test, is available.

3. **Estimation of the optimal point within the window as the classification.** The estimation is precise for corners and for the centers of circular symmetric features or spirals.

The interest operator has several salient features:

1. The selection of the windows is *optimal* with respect to the following tasks:
   - Find windows that guarantee optimal precision for matching (cf. Section 16.4.4);
   - Find corners;
   - Find centers of circular symmetric features;
   - Find centers of logarithmic spirals (possibly).

2. The selection of the windows is the same for all these tasks and needs no a priori knowledge of the number of edges meeting at a corner or the number of rings.

3. The corner points are *invariant* with respect to rotations of a polyhedron in three-dimensions around that corner. In addition, the operator is scale invariant at corners. This is probably the most important property.

4. The *decision* with respect to corner, circular symmetric features, and texture can be based on an *F-test*.

5. The estimation of the optimal point within the window can be represented as a least-squares fit that allows a *rigorous evaluation* of its precision. Specifically, one can derive a covariance matrix for the located point, which may be used in further steps of a geometric analysis.

6. The procedure for finding the optimal windows as well as for locating the optimal points within the windows allows performance in parallel and thus enables real-time feature extraction—in the extreme, down to a few lines’ delay during the scanning of the image.

We will discuss the three steps in detail, omitting the operator’s property of locating centers of spirals. As the window selection and the distinction are based on the point location within the windows, we treat these estimation procedures first.

### 16.4.2 Estimating Corner Points

Let us first assume that an \( m_x \times m_y \) window is known to contain a corner point \( p_0 = (r_0, c_0)' \). The aim is to obtain an estimate \( \hat{p}_0 = (\hat{r}_0, \hat{c}_0)' \) for the corner point. As we do not know how many edges intersect at \( p_0 \), we treat the edge
elements individually, each being representative of a straight line passing through \( p_i = (r_i, c_i)' \), \( i = 1, \ldots, m \) (cf. Fig. 16.9 a). We assume that the estimated point \( p_i \) is the point closest to all straight lines crossed by the edge elements in the window, taking individual uncertainty into account.

Let \( p_i' = (r_i, c_i) \) be a pixel within the window, with

\[
e_i' = e(r_i, c_i) = \nabla f_i' = (f_{r_i}, f_{c_i}) = [f_{r_i}(r_i, c_i), f_{c_i}(r_i, c_i)]
\]

its gradient, and

\[
\left\| \frac{\nabla f_i'}{\| \nabla f_i' \|} \right\| = (\cos \phi_i, \sin \phi_i) = [\cos \phi(r_i, c_i), \sin \phi(r_i, c_i)]
\]

its unit vector in the direction of the gradient. The straight line passing through \( p_i = (r_i, c_i) \) parallel to the edge direction is given by

\[
(p - p_i)'e_i = 0
\]

with \( p = (r, c)' \).

We now make two assumptions that allow a noniterative solution for determining the unknown corner point \( p_0 = (r_0, c_0)' \):

- The directions \( \phi_i \) of the edge elements, that is, of the lines orthogonal to \( \nabla f_i \) passing through \( (r_i, c_i) \), are error free.
- All uncertainty is taken care of by the distances \( l_i = p_i' e_i \) which we assume to be the original observations.

The weights of the edge elements are assumed to be \( w_i = ||\nabla f_i||^2 \), as if the edge position across had been determined in an image-matching approach using

\[ \text{Figure 16.9 Models for estimating corners (a) and centers of circular symmetric features (b). In (a) the edge element through \((r_i, c_i)\) is represented by a straight line \((l_i, \phi_i)\). The optimal point \((r_0, c_0)\), a corner, is the one that minimizes the weighted sum of the squared distances \(n_i\). In (b) the slope element through \((r_i, c_i)\) is represented by the straight line \((l_i', \phi_i')\). The optimal point, the center of the circular feature, minimizes the weighted sum of the distances \(n_i'\).} \]
a model of the edge (cf. Eq. 16.6). Moreover, the individual edge elements are assumed to be independent. Then the linear model reads as

\[ l_i(r_i, c_i) = \cos \phi_i (r_i, c_i) \cdot \hat{r}_0 + \sin \phi_i (r_i, c_i) \cdot \hat{c}_0 + n_i(r_i, c_i) \]

or, with \( l_i = l(r_i, c_i), \phi_i = \phi(r_i, c_i), \) and \( n_i = n(r_i, c_i), \)

\[ l_i = \cos \phi_i \cdot \hat{r}_0 + \sin \phi_i \cdot \hat{c}_0 + n_i, \quad i = 1, \ldots, m \tag{16.62} \]

which is assumed to hold for all \( m = m_r \times m_c \) pixels \((r_i, c_i)\). The weight of \( l_i \) is assumed to be

\[ w_i = ||\nabla f_i||^2 = f_r^2(r_i, c_i) + f_c^2(r_i, c_i) \]

Minimizing \( \Omega(r_0, c_0) = \sum_{i=1}^{m} n_i^2 \cdot w_i \) with respect to \( \hat{r}_0 \) and \( \hat{c}_0 \) yields

\[ \frac{1}{2} \frac{\partial \Omega(\hat{r}_0, \hat{c}_0)}{\partial \hat{r}_0} = \sum_{i=1}^{m} \cos \phi_i \cdot (l_i - \cos \phi_i \cdot \hat{r}_0 - \sin \phi_i \cdot \hat{c}_0) \cdot w_i = 0 \]

\[ \frac{1}{2} \frac{\partial \Omega(\hat{r}_0, \hat{c}_0)}{\partial \hat{c}_0} = \sum_{i=1}^{m} \sin \phi_i \cdot (l_i - \cos \phi_i \cdot \hat{r}_0 - \sin \phi_i \cdot \hat{c}_0) \cdot w_i = 0 \]

which leads to the normal equation system

\[
\begin{pmatrix}
\sum_{i=1}^{m} w_i \cos^2 \phi_i & \sum_{i=1}^{m} w_i \cos \phi_i \cdot \sin \phi_i \\
\sum_{i=1}^{m} w_i \cos \phi_i \cdot \sin \phi_i & \sum_{i=1}^{m} w_i \sin^2 \phi_i
\end{pmatrix}
\begin{pmatrix}
\hat{r}_0 \\
\hat{c}_0
\end{pmatrix}
= \begin{pmatrix}
\sum_{i=1}^{m} l_i w_i \cos \phi_i \\
\sum_{i=1}^{m} l_i w_i \sin \phi_i
\end{pmatrix}
\]

Substituting \( l_i = r_i \cos \phi_i + c_i \sin \phi_i \) and using \( f_{r_i} = f_r(r_i, c_i) = ||\nabla f_i|| \cos \phi_i \) and \( f_{c_i} = f_c(r_i, c_i) = ||\nabla f_i|| \sin \phi_i \), we arrive at

\[
\begin{pmatrix}
\sum_{i=1}^{m} f_{r_i}^2 & \sum_{i=1}^{m} f_{r_i} f_{c_i} \\
\sum_{i=1}^{m} f_{r_i} f_{c_i} & \sum_{i=1}^{m} f_{c_i}^2
\end{pmatrix}
\begin{pmatrix}
\hat{r}_0 \\
\hat{c}_0
\end{pmatrix}
= \begin{pmatrix}
\sum_{i=1}^{m} (f_{r_i}^2 r_i + f_{r_i} f_{c_i} c_i) \\
\sum_{i=1}^{m} (f_{r_i} f_{c_i} r_i + f_{c_i}^2 c_i)
\end{pmatrix}
\tag{16.63}
\]

which is identical to Eq. (16.60). This was to be expected, as the intensity function at an ideal corner is invariant with respect to scale when taking the corner point as center of the origin.

We can also write Eq. (16.63) in the form

\[ \left( \sum_{i=1}^{m} W_i \right) \hat{p}_0 = \sum_{i=1}^{m} (W_i \cdot p_i) \tag{16.64} \]
with the singular-weights matrices

\[ W_i = \nabla f_i \nabla f'_i = \|\nabla f_i\|^2 e_i e'_i = \|\nabla f_i\|^2 \begin{pmatrix} \cos^2 \phi_i & \cos \phi_i \sin \phi_i \\ \cos \phi_i \sin \phi_i & \sin^2 \phi_i \end{pmatrix} \] (16.65)

This shows \( \hat{p}_0 \) to be the weighted center of gravity of all points \( p_i \) with the squared gradient \( \nabla f_i \nabla f'_i \) as weight matrix, thus using the model

\[ p_i = \hat{p}_0 + n_i \quad \text{or} \quad \begin{pmatrix} r_i \\ c_i \end{pmatrix} = I_2 \begin{pmatrix} \hat{r}_0 \\ \hat{c}_0 \end{pmatrix} + \begin{pmatrix} n_{r_i} \\ n_{c_i} \end{pmatrix} \] (16.66)

We will use this model in the following because of its simplicity.

We can arrive at a third interpretation of the normal equation system (16.63). If we divide the model equation (16.62) by \( \cos \phi_i \) and substitute \( s_i = \tan \phi_i \) and \( \bar{n}_i = n_i / \cos \phi_i \), we obtain for the observation \( a_i = l_i / \cos \phi_i \)

\[ a_i = \hat{r}_0 + s_i \cdot \hat{c}_0 + \bar{n}_i \] (16.67)

which is the intercept of the straight line through \( p_i \) with the \( r \)-axis (see Fig. 16.9). If we now take \( (a_i, s_i) \) as the representation of the edge element in Hough space with intercept and slope as parameters, we can interpret the model equation (16.67) to be a straight-line fit in Hough space (cf. Chapter 7) with unknown parameters \( (\hat{r}_0, \hat{c}_0) \), which in the image domain correspond to the intersection point of the edge elements. If we take the proper weights for the observations \( a_i \), namely, \( \|\nabla f_i\|^2 \cos \phi_i \), we arrive at the same normal equation system as before Eq. (16.63).

We can easily transfer this reasoning to the case in which the window is supposed to contain a circular symmetric feature, such as a circle or a set of rings. The idea is to use the slope elements, that is, the straight lines going through the points \( p'_i = (r_i, c_i) \) and having the direction of the gradient \( \nabla f_i \). If the window contains a circular symmetric feature, then these lines intersect at the center \( p_0^* = (r_0^*, c_0^*) \).

With the unit vector \( e_i^* \) being orthogonal to \( e_i, e_i^* = (-\sin \phi_i, \cos \phi_i) \), the equation for these straight lines reads as

\[ (p - p_i)' \cdot \bar{e}_i = 0 \]

With the same reasoning as above, thus fixing the orientations \( \phi_i \) and taking the distance \( l_i^* = l_i^*(r_i, c_i) = p'_i \cdot e_i^* = -r_i \sin \phi_i + c_0 \cdot \cos \phi_i \) as the original observation, we obtain the linear model

\[ l_i^* = -\sin \phi_i \cdot \hat{r}_0^* + \cos \phi_i \cdot \hat{c}_0^* + n_i^*, \quad i = 1, \ldots, m \] (16.68)

which is valid for all pixels in the window and assumes the weight to be \( w_i = \|\nabla f_i\|^2 \). The resulting normal equation system for the center \( (\hat{r}_0^*, \hat{c}_0^*) \) of the circular symmetric feature reads as

\[
\begin{pmatrix}
\sum_{i=1}^{m} w_i \sin^2 \phi_i & \sum_{i=1}^{m} w_i \cos \phi_i \sin \phi_i \\
\sum_{i=1}^{m} w_i \cos \phi_i \sin \phi_i & \sum_{i=1}^{m} w_i \cos^2 \phi_i
\end{pmatrix}
\begin{pmatrix}
\hat{r}_0^* \\
\hat{c}_0^*
\end{pmatrix}
=
\begin{pmatrix}
-\sum_{i=1}^{m} w_i l_i^* \sin \phi_i \\
\sum_{i=1}^{m} w_i l_i^* \cos \phi_i
\end{pmatrix}
\] (16.69)
which can also be written as

$$
\begin{pmatrix}
\sum_{i=1}^{m} f_{c_i}^2 & -\sum_{i=1}^{m} f_{r_i} f_{c_i} \\
-\sum_{i=1}^{m} f_{r_i} f_{c_i} & \sum_{i=1}^{m} f_{r_i}^2
\end{pmatrix}
\begin{pmatrix}
\dot{\hat{r}}_0^* \\
\dot{\hat{c}}_0^*
\end{pmatrix}
= \begin{pmatrix}
\sum_{i=1}^{m} (f_{c_i}^2 r_i - f_{r_i} f_{c_i} c_i) \\
\sum_{i=1}^{m} (-f_{r_i} f_{c_i} r_i + f_{r_i}^2 c_i)
\end{pmatrix}
$$

(16.70)

This equation system is identical to Eq. (16.61) for the point that is invariant with respect to rotation during intensity-based matching.

Equation (16.70) can be written as

$$
\left(\sum_{i=1}^{m} W_i^*\right) \cdot p_0^* = \sum_{i=1}^{m} (W_i^* \cdot p_i)
$$

Now, however, with the singular-weight matrix

$$
W_i^* = \frac{1}{\|\nabla f_i\|^2} e_i^* \cdot e_i^* = \frac{1}{\|\nabla f_i\|^2} \begin{pmatrix}
\sin^2 \phi_i & -\cos \phi_i \sin \phi_i \\
-\cos \phi_i \sin \phi_i & \cos^2 \phi_i
\end{pmatrix}
$$

(16.71)

the center of circular symmetric features can also be interpreted as the weighted center of gravity. Thus the functional models equation (16.66) for estimating corners and centers of circular symmetric features is the same, whereas the weights $W_i$ and $W_i^*$ are different.

Here also the third interpretation of the estimation procedure using the Hough space can be applied: The determination of the intersection of all slope elements corresponds to the determination of the parameter $(\dot{\hat{r}}_0^*, \dot{\hat{c}}_0^*)$ of a straight line in Hough space. This may be achieved by dividing Eq. (16.68) by $-\sin \phi_i$, as $a_i^* = -l_i^*/\sin \phi_i$ is the intercept of the line passing through $p_i(r_i, c_i)$ and having the direction of the gradient.

The estimation procedures provided in this discussion may be used independently in selecting the windows and in determining the window content. But with the least-squares models for estimating the distinct points, we obtain statistical means for automatically classifying the window content and searching for those positions of the window within the image that generate the best local estimate of the image features.

### 16.4.3 Evaluation and Classification of Selected Windows

We first want to evaluate the estimates $\dot{\hat{r}}_0$ and $\dot{\hat{r}}_0^*$ for corners and centers of circular symmetric features. In both cases we need an estimate $\sigma_n^2$ for the noise variance $\sigma_n^2$ and the inverse $Q$ of the $2 \times 2$ normal equation matrix $N$.

We immediately obtain the weighted sums $\Omega$ and $\Omega^*$ of the squared residuals:

$$
\Omega = \sum_{i=1}^{m} (r_i - \hat{r}_0, c_i - \hat{c}_0) \cdot W_i \cdot (r_i - \hat{r}_0, c_i - \hat{c}_0)' = \sum_{i=1}^{m} w_i^2 \Omega
$$

$$
\Omega^* = \sum_{i=1}^{m} (r_i - \hat{r}_0^*, c_i - \hat{c}_0^*) \cdot W_i^* \cdot (r_i - \hat{r}_0^*, c_i - \hat{c}_0^*)' = \sum_{i=1}^{m} w_i^{*2} \Omega^*
$$
from which follows the estimate for the noise variance

\[
\hat{\sigma}_n^2 = \frac{\Omega}{m-2} \quad \text{and} \quad \hat{\sigma}_{n*}^2 = \frac{\Omega^*}{m-2}
\]

(16.72)

Thus we obtain the covariance matrices

\[
\mathbf{\Sigma}_{\hat{p}\hat{p}} = D\left(\hat{\hat{r}}_0, \hat{\hat{c}}_0\right) = \hat{\sigma}_n^2 \cdot \left( \frac{\sum f_{r_i}^2}{\sum f_{r_i} f_{c_i}} \frac{\sum f_{r_i} f_{c_i}}{\sum f_{c_i}^2} \right)^{-1}
\]

(16.73)

and

\[
\mathbf{\Sigma}_{\hat{p}\hat{p}^*} = D\left(\hat{\hat{r}}_0^*, \hat{\hat{c}}_0^*\right) = \hat{\sigma}_{n*}^2 \cdot \left( -\frac{\sum f_{c_i}^2}{\sum f_{r_i} f_{c_i}} \frac{\sum f_{r_i} f_{c_i}}{\sum f_{r_i}^2} \right)^{-1}
\]

for the two estimated points \(\hat{p}\) and \(\hat{p}^*\).

**EXAMPLE 16.7**

Figure 16.10 shows 18 small windows between 5 × 5 and 9 × 9 pixels in size. The edge and slope elements sit between the pixels as the Roberts gradient is taken for determining the first derivatives. The hypothesis about the image content is indicated by a small cross for corners and a circle for circular symmetric features. The true points with 99\% probability lie within the shown confidence ellipses. The estimation procedure obviously can handle corners with multiple edges coming together. Extrapolation is performed, and

Figure 16.10 Weighted centers of gravity for 18 windows with 99\%-confidence ellipses. The assumed model is indicated by the cross (corners) and the circle (circular symmetric figures). Observe the high precision and the extrapolation capacity of the estimation procedure.
the intersection point of the edge lines can be estimated. The example of a simple straight line passing through the window is solved by introducing the center \( P_c = (r_1, c_1) \) of the window as a priori information in a Bayesian manner, thus adding the observations

\[
\begin{pmatrix}
  r_1 \\
  c_1 
\end{pmatrix} = \begin{pmatrix}
  \hat{r}_0 \\
  \hat{c}_0 
\end{pmatrix} + \begin{pmatrix}
  n_{r_1} \\
  n_{c_1} 
\end{pmatrix}
\]

with a very low weight \( \sigma_1 \cdot I_2 \) to the other observed points \( p_i \).

The covariance matrices \( \Sigma_{pp} \) and \( \Sigma_{p*p} \) can be represented by three values, which we will use later for the window selection step:

1. The average precision of the point or the weight \( w \) of the point, assuming \( \sigma_n^2 = 1 \)

\[
w = \frac{1}{2 \text{tr} \Sigma} = \frac{1}{2 \text{tr} N^{-1}} = \frac{\text{det} N}{\frac{1}{2} \text{tr} N} \tag{16.74}
\]

with \( N \) being the 2 \( \times \) 2 matrix in Eqs. (16.60) or (16.61). If the eigenvalues of \( N \) are equal, then

\[
w = \frac{1}{2} \text{tr} N \tag{16.75}
\]

2. The direction of the major axis of the confidence ellipse

\[
\phi = \frac{1}{2} \arctan \frac{-2N_{12}}{N_{11} - N_{22}}
\]

3. The form of the confidence ellipse, which may be derived from the ratio \( \lambda_1/\lambda_2 \) of the two eigenvalues of \( N \) or \( \Sigma \) or (to avoid the calculation of the eigenvalues) from the form factor

\[
q = 1 - \left( \frac{\lambda_1 - \lambda_2}{\lambda_1 + \lambda_2} \right)^2 = \frac{4 \text{det} N}{\text{tr}^2 N} = \frac{4 \text{det} \Sigma}{\text{tr}^2 \Sigma} \tag{16.76}
\]

which lies in the range between 0 and 1. This can be determined either from \( \Sigma \) directly or from the normal equation matrix \( N \). Here \( q = 1 \) corresponds to a circular error ellipse, whereas \( q = 0 \) indicates that the smaller eigenvalue is zero, the normal equation matrix is singular, and thus the window contains a straight edge. We will use the form parameter \( q \) to exclude points lying on edges when searching for optimal windows. The term \( q \) can be said to measure the circularity of the ellipse or the degree of isotropy of the texture within the window.

As the normal equation matrix for the corner is the same as for matching two windows, assuming a shift only (cf. Eq. 16.47), the confidence ellipses of the matching examples have the same form and orientation as those one would have obtained for the estimated corner point in these windows (cf. Fig. 16.7).
The classification of the window content aims at deciding whether

\[ \begin{align*}
H_0 : & \quad \text{the window contains an isotropic texture;} \\
H_A : & \quad \text{the window contains a corner;} \\
H_{A^*} : & \quad \text{the window contains a circularly symmetric feature.}
\end{align*} \] (16.77)

We therefore assume \( q \) to be large enough to exclude windows containing straight edges.

Owing to the orthogonality of the models, one can use the test statistic

\[ T = \frac{\Omega}{\Omega^*} \sim F_{m-2,m-2} \] (16.78)

which is \( F \)-distributed with \( m - 2 \) and \( m - 2 \) degrees of freedom, where \( m \) is the number of edge or slope elements. With two critical values \( k_1 \) and \( k_2 = 1/k_1 \), we can classify the window content:

\[ \begin{align*}
T > k_1 & \rightarrow \text{circular symmetric feature} \\
T < k_2 & \rightarrow \text{corner} \\
\text{Else} & \rightarrow \text{isotropic texture.}
\end{align*} \]

Thus the test checks which of the models in (16.77) hold or not.

The parameterization of a spiral would permit estimation of the parameter, including the corner and the circular symmetric windows as special cases (cf. Bigün, 1990).

---

**EXAMPLE 16.8**

For the binary window

\[ f = \begin{bmatrix} 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix} \rightarrow c = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 \end{bmatrix} \]

(cf. Fig. 16.10 #1) we obtain the derivatives \( f_r, f_c \), and the product \( f_r \cdot f_c \).

\[ \begin{array}{cccc|cccc}
& 1 & 2 & 3 & 4 & 1 & 2 & 3 & 4 \\
1 & 2 & 2 & 2 & 1 & 1 & 0 & 0 & -1 \\
2 & 0 & 0 & -1 & -1 & 0 & 0 & -1 & -1 \\
3 & 0 & -1 & -1 & 0 & 3 & 0 & -1 & -1 & 0 \\
4 & -1 & -1 & 0 & 0 & 4 & -1 & -1 & 0 & 0 \\
\end{array} \]

\( f_r \) and \( f_c \) are computed as shown in the table above.
\[
\begin{array}{c|cccc}
 & 1 & 2 & 3 & 4 \\
\hline
1 & 0 & 0 & 0 & -1 \\
2 & 0 & 0 & 1 & 1 \\
3 & 0 & 1 & 1 & 0 \\
4 & 1 & 1 & 0 & 0
\end{array}
\]

\[f_r \cdot f_c = \]

Similarly, gradients \(f_r(r, c) = f(r + \frac{1}{2}, c - \frac{1}{2}) + f(r + \frac{1}{2}, c + \frac{1}{2}) - f(r - \frac{1}{2}, c - \frac{1}{2}) - f(r - \frac{1}{2}, c + \frac{1}{2})\), and \(f_c(r, c)\) are used. The coordinate system is chosen such that the gradients refer to integer positions. The normal equation system (16.60) thus reads as

\[
\begin{pmatrix} 19 & 5 \\ 5 & 7 \end{pmatrix} \begin{pmatrix} \hat{f}_0 \\ \hat{c}_0 \end{pmatrix} = \begin{pmatrix} (13 \cdot 1 + 2 \cdot 2 + 2 \cdot 3 + 2 \cdot 4) + (1 \cdot 1 + 2 \cdot 2 + 2 \cdot 3 + 0 \cdot 4) \\ (-1 \cdot 1 + 2 \cdot 2 + 2 \cdot 3 + 2 \cdot 4) + (1 \cdot 1 + 2 \cdot 2 + 2 \cdot 3 + 2 \cdot 4) \end{pmatrix} = \begin{pmatrix} 42 \\ 36 \end{pmatrix}
\]

This leads to estimates \(\hat{f}_0 = 114/108 = 1.056, \hat{c}_0 = 474/108 = 4.389\). The weight sum of the squared residuals is

\[
\Omega = 5/12 = 0.4166
\]

In case one would assume that the window represents a circular symmetric feature,

\[
\Omega^* = 77/12 = 6.4166
\]

Therefore the test statistic Eq. (16.78) is obtained as

\[
T = \Omega/\Omega^* = 5/77 \approx 0.065
\]

which is significantly smaller than 1, indicating that the window represents a corner.

16.4.4 Selection of Optimal Windows

We can now describe the goal of the window selection scheme precisely: The interest operator should find distinct points—points that are discernible from immediate neighbors. We therefore search for local optima of the expected precision for estimating the location of points within a window or for matching the window with one or another image.

Recall that the weight \(w\) of the estimated points depends on the noise variance \(\sigma_n^2\) and the signal content of the window, specifically, the average squared gradient. If one assumes constant \(\sigma_n^2\), the search need be based only on the average squared gradient \(N\) or its inverse. The decisive values—namely, the form factor \(q\) and the traces \(trN\) and \(trN^{-1}\)—are identical for the three tasks:
• Area based matching,
• Corner estimation,
• Estimation of the center of a circular symmetric feature.

As for large $q$, and thus nearly isotropic window texture $trN \approx 4trN^{-1}$, we base the selection of the optimal window on $w_i = \frac{1}{2} trN_i$ and $q_i$ and require the following:

1. The confidence ellipse should be round. This is to ensure that selected windows do not contain a straight edge or strongly oriented texture, but rather that the point determination is equally precise in all directions. This leads to the condition

$$q_i > q_{\min}$$

2. The confidence ellipse should be smaller than those obtained from neighboring windows and should not exceed a certain size. This ensures maximum local separability or distinctness and good accuracy of the point determination and leads to the conditions

$$w_i > w_{\min}$$

and

$$w_i \geq w_i, \text{ for all } l \in \{ \text{neighborhood of } i \}$$

The procedure for finding the centers of optimal windows is therefore the following:

**Input parameters:**
- A noise-cleaned image $f(r, c)$
- A gradient operator
- The window size for the operator $(m_r, m_c)$
- A neighborhood size for finding local extrema
- A threshold $q_{\min}$ for $q$
- A threshold $w_{\min}$ for $w$

1. Determine two derivative images $f_r(r, c)$ and $f_c(r, c)$ by using the gradient operator.
2. Determine the three images containing $f_r^2(r, c), f_r(r, c) \cdot f_c(r, c)$ and $f_c^2(r, c)$.
3. Convolve the three images with a box filter of size $m_r \times m_c$ yielding the three images $N_{11}(r, c), N_{12}(r, c)$, and $N_{22}(r, c)$, which represent the elements of the normal equation matrix for all positions in the image.
4. Determine the images $q(r, c)$ and $w(r, c)$ from Eqs. (16.76) and (16.75).
5. Threshold $w(r, c)$ leading to $w^*(r, c)$:

$$w^*(r, c) = \begin{cases} w(r, c) & \text{if } w(r, c) > w_{\min} \text{ and } q(r, c) > q_{\min} \\ 0 & \text{else} \end{cases}$$

6. Suppress the nonmaxima of $w^*(r, c)$, setting all $w^*$ to zero where there is no relative maximum of $w^*$ within the prespecified window.
Remarks:

a. Any noise-cleaning procedure that preserves edges and corners may be used. If noise is moderate, a linear filter, preferably Gaussian, is sufficient. In this case the noise cleaning and the gradient determination may be combined by using a larger window for the gradient operator. If the images are already cleaned, even Roberts gradient works sufficiently well.

b. The window size has to be chosen according to the task and the image content. If the selected points are used for matching highly textured images, window sizes of $5 \times 5$ already give reliable results. If corners of polyhedra or other interpretable features are to be detected, the window size should be chosen as large as possible so that two neighboring points on an average do not fall into the same window.

c. The neighborhood for the nonmaximum suppression also has to be chosen according to the task and the image content. A large neighborhood suppresses more points but also may eliminate good points sitting near stronger ones. Taking the window and neighborhood sizes to be equal has been proved a reasonable choice in many applications, such as stereo, image sequence analysis, and general image analysis.

d. The threshold $q_{\text{min}}$ for the form parameter $q$ due to Eq. (16.76) can be based on a critical value for the ratio $\lambda_1/\lambda_2 (\lambda_1 > \lambda_2)$ of the eigenvalues of $N$ or $\mathcal{F}$. If the window contains a straight edge, the larger eigenvalue equals $m \cdot \sigma_g^2$, that is, is proportional to the variance of the gradient across the edge, whereas the smaller eigenvalue equals $m \cdot \sigma_n^2$, that is, is proportional to the variance of the noise gradient. A requirement that the window significantly contain no edge of $\lambda_1/\lambda_2 = 4$, say, using Eq. (16.76), leads to a threshold of $q_{\text{min}} = 0.64$. It corresponds to requiring the ratio of the two semiaxes of the error ellipse to be smaller than 2, or the two sides of a corner to meet at an acute angle larger than approximately $53^\circ \approx 2 \arctan(1/2)$.

e. A similar reasoning leads to a choice for the threshold $w_{\text{min}}$. The weight should be significant with respect to noise in the input image (possibly already restored). The expectation of $w_i$ is $m \cdot \sigma_n^2$, where $m$ is the number of edge elements used for determining $w$. The noise gradient variance $\sigma_n^2$ may be estimated from

$$\sigma_n^2 = \frac{t_{f'} \cdot M}{\#(f^{t/2} < t_{f'})}$$

where $t_{f'}$ is a threshold for the gradients $||\nabla f||^2 = f^{t/2}$; where $\#(f^{t/2} < t_{f'})$ is the number of gradients of the image that are smaller than the chosen threshold; and where $M$ is the total number of the edge elements of the image used for this estimate. The threshold $t_{f'}$ should be approximately three to five times an initial estimate of the noise gradient variance $\sigma_n^2$, which could be obtained from a histogram of the $f^{t/2}$. The estimate is based on the assumption that the noise in the image is white and Gaussian, and therefore the gradient squares $f^{t/2}$ at flat areas are $\chi^2$-distributed $[\exp(-x), x > 0]$.
and that edges influence only the right-hand side of the (cumulative) histogram (theoretically: $1 - \exp(-x)$), which — in contrast to Vorhees’ and Poggio’s approach (1987) — does not necessarily have to be built up explicitly, except for an initial guess. The threshold $w_{\text{min}}$ then can be chosen to be a critical value for the noise gradient, that is, $k \sigma_{n}^{2}$, with $k = 10$, say, guaranteeing that only significant windows are selected. Though because of the discreteness of the intensity values and possibly the additional smoothing, the initial guess $\sigma_{n}^{2}$ may be 0, $t_{P}$ should be chosen $> 0$.

f. It may happen that different selected windows refer to the same distinct point. One representative may be selected after the class and the accurate position of the points have been determined and their equivalence checked; the one with the highest weight may then be chosen. The reference of multiple windows to the same point partially results from using a box filter for determining the elements of the normal equation system in step 3 and may be reduced, not eliminated, by using a Gaussian, a triangular, or an equivalent filter with a clear maximum at the center of the filter mask.

16.4.5 Uniqueness of Selected Points

The uniqueness of the selected points can be based on their similarity derived from the describing attributes. In our case this would be the intensity function in a window around the optimal position of the selected points, as the selected windows in certain cases may sit arbitrarily. Those points that have no features or attributes in common with other points should obtain the highest uniqueness measure.

We want to present a uniqueness measure that is based on the total correlation of a point with all others. It is based on the assumption that the attributes, here the intensity values, are Gaussian distributed (Förstner, 1988). We need the correlation matrix

$$R = (\rho_{ij})$$

between all selected points, with $\rho_{ii} = 1$ and $\rho_{ij}$, for example, from Eq. (16.34), replacing $x_{i}$ by $(r_{i}, c_{i})$ and setting $u = 0$, that is, assuming no shift. Large correlation coefficients indicate high similarity. Then the total correlation $\rho_{i}$ of point $P_{i}$ and all others $P_{j}$ can be derived from

$$\rho_{i}^{2} = r_{i}'(R_{ii})^{-1}r_{i} = 1 - \frac{1}{(R^{-1})_{ii}} \tag{16.79}$$

where $r_{i}$ is the vector containing all correlation coefficients between $P_{i}$ and the $P_{j}$, $R_{ii}$ is the submatrix of $R$ after canceling the $i$th column and the $i$th row, and $(R^{-1})_{ii}$ is the $i$th diagonal element of the inverse of $R$. The total correlation obviously is a weighted mean over all correlations contained in $r_{i}$. For only two points the total correlation reduces to the normal correlation.

We now may define the uniqueness of point $P_{i}$ by

$$u_{i} = \frac{1 - \rho_{i}}{\rho_{i}} \tag{16.80}$$
This is analogous to the signal-to-noise ratio in Eq. (16.40) but takes into account the inverse reasoning here: High correlations lead to low total uniqueness, whereas low total correlations lead to high uniqueness.†

The practical calculation has to take into account that \( R \) may be singular, especially if the number of points is larger than the number of attributes. Then one can calculate the uniqueness by using the correlation coefficient from

\[
\rho_i^2 = 1 - \frac{1}{[(R + \delta \cdot I)^{-1}]} + k
\]

(16.81)

\[
k = \frac{\delta(n + \delta)}{n - 1 + \delta}
\]

with \( \delta \) a small number, for example, 0.001, and \( n \) the number of points involved. The correction term \( k \) is motivated by assuming \( R \) to consist only of 1's, thus assuming the worst case, namely, that all points are completely similar. Then, owing to the \( \delta \cdot I \)-term modifying \( R \), the correlation shows its largest value, namely, \( 1 - k \), not 1 as it should be.

Remarks:

1. The uniqueness measure based on the correlation coefficient of the surrounding intensity function derived from Eq. (16.34) is not invariant with respect to rotation, scale, or other distortions. Using the correlation coefficient from Eq. (16.37) derived from the least-squares fit between the intensity functions may provide this invariance, however, since it is practical only for moderate distortions.

2. This definition of uniqueness can be applied to all types of attributes as long as a correlation matrix can be derived, for example, based on a metric \( d^2(P_i, P_j) \) between the points and using a correlation function, for example, \( 1/[1 + (d/d_0)^2] \), guaranteeing \( R \) to be at least positive semidefinite. This opens the door to measuring uniqueness based on attributes that are invariant with respect to a wide class of transformations, especially also symbolic attributes.

3. Both distinctness and uniqueness are based on the same similarity measure, the correlation coefficient. If we follow the reasoning that leads to Eq. (16.39), high distinctness corresponds to high curvature of the autocorrelation function, thus low correlation between a point and its immediate neighbors, whereas high uniqueness goes along with low correlation with the other selected points.

4. For large numbers \( n \) of points, the calculation of the inverse, being of order \( O(n^3) \), may be prohibitive. This can be circumvented by using the maximum

---

†A different definition could apply an information-theoretic view and use the mutual information \( H_i = -1/2 \log(1 - \rho_i^2) \) (Papoulis, 1984, Eq. 75-98) of the \( P_i \) and all \( P_I \), leading to the definition \( u_i' = 1/H_i \). (Forstner, 1988). \( u_i \) is a monotonic function of \( u_i' \). We prefer \( u_i \) here, as we want to use it as a factor for modifying the weight \( 1/\sigma_i^2 \) of correspondences derived from the expected precision, where \( \text{SNR}^2 = \rho/(1 - \rho) \) is used (cf. below).
square correlation \( \rho_i^2 = \max_j(\rho_{ij}) \) of \( P_i \) with all other \( P_j \) to determine the uniqueness (cf. Eqs. 16.80 and 16.81).

**EXAMPLE 16.9**

Figure 16.11 shows two images with the selected windows classified according to Section 16.4.3. The estimated points obviously sit at the right positions, when one takes the discreteness of the presentation into account. Observe that in the upper right of Fig. 16.11(b) even an extrapolation of the edges was

![Figure 16.11](image-url)

**Figure 16.11** Two images (a) and (b) with selected windows and optimally estimated points after classification. Parts (c) and (d) show the uniqueness measure \( (\rho/1 - \rho) \) represented by the area of the circles. Observe that the repetitive features show low uniqueness.
achieved. Also the uniqueness measures, represented by the area of the circles in (c) and (d), correspond to intuition. The images were prefiltered with a 7 x 7 binomial filter. The window sizes were 17 x 17 and 21 x 21, respectively; Roberts gradient and the threshold $q_{min} = 0.75$ were used.

### 16.5 Robust Estimation for Feature-Based Matching

#### 16.5.1 The Principle of Feature-Based Matching

Recall the three steps of feature-based matching (cf. Section 16.1.2):

1. Selecting features by using some interest operator or some other feature extraction scheme;
2. Finding correspondences between the features by using some similarity and consistency measure;
3. Interpolating between the parallaxes by using a spatial-mapping function.

After having discussed criteria for selecting appropriate features and one possibility for extracting distinct points, we now develop criteria for finding correspondences and for interpolating between the matched features in order to obtain a dense parallax field. Steps 2 and 3 are often designed separately. Specifically, Step 2, finding corresponding features, often does not utilize the same information that is later used for Step 3, interpolating the parallax field. Consequently the strength of the model, namely, the spatial-mapping function, is not exploited, thereby leading to a suboptimal solution of the correspondence step, unless a refinement goes along with the interpolation. Therefore integrating steps 2 and 3 may lead to optimal procedures. Intensity-based matching is an example, the features there being just the pixels themselves. Optical flow using differential techniques—the scale space filtering technique of Witkin, Terzopoulos, and Kass, (1987) or the maximum likelihood technique proposed by Cernusch-Frias, et al. (1989)—falls into the same category. Also, techniques using dynamic programming (Baker and Binford, 1982; Ohta and Kanade, 1985) to obtain global optima while matching the features (line segments) integrate correspondence and interpolation, though this is not made explicit.

For finding an optimal solution, the similarity of the features and the consistency of the correspondence have to be weighted properly. In the following we will discuss a measure for similarity that can be used directly in an estimation process for the parameters of the mapping function serving as a model for consistency. The structure of the setup is closely related to the one by Barnard and Thompson (1980). The individual steps, however, are replaced in order to arrive at an algorithm that tracks
the uncertainty from the basic observations, the intensities, to the final result, the spatial-mapping function, and then allows one to evaluate the individual steps and their effect on the result:

1. The similarity between the extracted features leads to a preliminary list of correspondences, including their weights. We restrict the discussion to feature points, as described in the previous section.

2. A hypothesis for the mapping function is found by using a robust estimation procedure, similar to relaxation techniques, and by enforcing the one-to-one correspondence between the image features.

3. The final parameters of the mapping function are achieved by using a maximum likelihood estimate, allowing a rigorous evaluation of the match.

Though the spatial-mapping function may be quite general, for example, a piecewise-smooth deformation field, we treat only the case of an affine transformation between the images for simplicity. The generalization is straightforward.

### 16.5.2 The Similarity Measure

We want to determine the weight

\[ w_{12} = \frac{1}{\hat{o}^2_{p_{12}}} \]

of the parallax \( p_{12} \) in row and column directions by using the average variance

\[ \hat{o}^2_{p_{12}} = \frac{1}{2} (\hat{o}^2_{r_{12}} + \hat{o}^2_{c_{12}}) \]

of the points 1 and 2 in the left and the right image of concern. In order to arrive at a simple expression, we assume that the selected points have isotropic texture (\( q = 1 \), cf. Eq. 16.76), assuming derivatives \( f_r \) and \( f_c \) to be uncorrelated (covariance = 0), and that the points have equal variance. Then, using Eq. (16.73), we obtain

\[ \hat{o}^2_{p_{12}} = \frac{1}{2} \hat{o}^2_n \left( \frac{1}{\sum f_r^2} + \frac{1}{\sum f_c^2} \right) \]

and with \( \sum f_r^2 = \sum f_c^2 \) (because of \( q = 1 \)), we have

\[ \hat{o}^2_{p_{12}} = \hat{o}^2_n \frac{1}{2} \sum f_r^2 + f_c^2 \]

With the weights \( w_i = \frac{1}{2} trN_i = \frac{1}{2}(\sum f_r^2 + \sum f_c^2), i = 1,2 \) of the two extracted points, and with \( w = \sqrt{w_1 \cdot w_2} \), as an average, this yields

\[ \hat{o}^2_{p_{12}} = \frac{\hat{o}^2_n}{\sqrt{w_1 \cdot w_2}} \]
Thus with some arbitrary variance factor $\sigma_0^2$, the weight $w_{12}$ of the parallax can be determined from

$$w_{12} = \frac{\sqrt{w_1 \cdot w_2}}{\sigma_n^2} \cdot \sigma_0^2$$  \hspace{1cm} (16.82)

If we now use Eq. (16.40) and replace $\sigma_f^2$ by $\sigma_{f_1} \cdot \sigma_{f_2}$, we finally obtain

$$w_{12} = m \cdot \frac{\rho_{12}}{1 - \rho_{12}} \cdot \frac{\sigma_o^2}{\sigma_{f_1} \cdot \sigma_{f_2}} \cdot \sqrt{w_1 \cdot w_2} = m \cdot \frac{\sigma_o^2}{\sigma_n^2} \cdot \sqrt{w_1 \cdot w_2}$$  \hspace{1cm} (16.83)

This weight of the parallax can be determined by using:

- The correlation coefficient $\rho_{12}$ of the two windows around the points based on Eq. (16.34), with the shift being zero;
- The empirical standard deviation $\sigma_f$ of the intensities $f_1(r, c)$ and $f_2(r, c)$ in the two windows;
- The weights of the two windows, essentially being the variances of the gradients;
- The variance factor $\sigma_0^2$, usually taken to be 1.

Remarks

1. As the aim is to measure the similarity of the selected points that have been determined to subpixel values, the windows used for measuring the similarity have to refer to these estimated points. Thus they are usually placed on non-integer positions, which requires resampling. Rounding to full integer positions introduces errors of $1/\sqrt{12} \approx 0.3$ pixel spacing.

2. The weights $w_i$ and the variances $\sigma^2_f$ can be computed separately and possibly in parallel for both images, the complexity being proportional to the total number of points selected and the window size. The main effort is to compute the correlation coefficients $\rho_{12}$, which in principle have to be determined over all pairings of points for the left and the right images. Heuristics, discussed later, may reduce this effort.

3. As the weight mainly depends on the correlation coefficient, it is only invariant with respect to geometric shifts and to linear radiometric transformations. As shown by Svedlow, McGillem, and Anuta (1976), geometric deviations below $20^\circ$ or $30\%$ do not have much influence on the correlation coefficient, thereby making this value useful for a wide class of applications. Strong rotations or occlusions, of course, cannot be handled with this similarity measure.

4. The three parts of the weight can be interpreted as similarity $[\rho_{12}/(1 - \rho_{12})]$, strength $(\sigma_{f_1} \cdot \sigma_{f_2})$, and distinctness $(\sqrt{w_1 \cdot w_2})$ and therefore can be replaced by any other measure having these properties. This especially holds for the correlation coefficient $\rho_{12}$ or equivalently—including the strength—the empirical noise variance $\sigma_n^2$. The noise variance could also be derived from an intensity-based match of the two windows, then possibly leading to invariance with respect to more complex geometric differences. Using a different measure $\rho$ with the properties of a correlation coefficient—for example, one derived from a distance $d$
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and an appropriate correlation function, such as \( \rho(d) = 1/(1 + d^2) \)— allows one to arrive at similarity measures that are invariant with respect to a much wider class of transformations than simply a geometric shift and a linear radiometric transformation; measures of symbolic attributes of the points might also be included (cf. Exercise 16.19).

16.5.3 Heuristics for Selecting Candidate Pairs

The first step after selecting image features is to find candidate pairs of features. This is to reduce the algorithmic complexity in the final match. Here all types of a priori knowledge may be included and all types of strategies may be applied. The only requirement is that these heuristics and strategies be conservative, that is, they should eliminate only truly wrong correspondences. Some of these heuristics and strategies follow (cf. Ballard and Brown, 1982):

1. The expected parallax may be used to exclude feature pairs that are unlikely. This expectation may result from a scale space approach using an image pyramid, where the result of one level serves as approximation for the level below. The model of the object or, the movement of the object or the camera, may lead to weak or even strong constraints on the parallax field. When one knows the focus of expansion in an image sequence with constant velocity and no rotation, or when one knows the relative orientation of the two cameras, then the corresponding points have to sit on straight lines, the epipolar lines (cf. below).

2. These heuristics may be coupled with the requirement that the similarity of the features be above a certain threshold. One possibility is to require a minimum correlation coefficient, such as \( \rho_{12} \geq 0.5 \), which, according to Eq. (16.41), corresponds to requiring SNR \( \geq 1 \), a reasonable threshold. Or one may require that \( \sigma_p = \sigma_o/\sqrt{w_{12}} \) be better than some standard deviation, such as 2 pixels.

3. Finally, the uniqueness (cf. Section 16.4.5) of the selected points may also be used, for example, to reduce the number of candidate pairs. This can be done separately for both images by canceling all points that are too similar to one or several points within the same image. A criterion could be that the total correlation coefficient (e.g. Eq. 16.79) must be larger than a threshold to keep the point an interesting one. Or the weight \( w_{12} \) of the correspondence could be modified by including the uniqueness leading to

\[
 w_{12} = \frac{\sigma_0^2}{\sigma_n^2} \sqrt{w_1 \cdot w_2 \cdot \sqrt{u_1 \cdot u_2}} \quad (16.84)
\]

(cf. Eq. 16.82) thus increasing the weight with the average uniqueness of the two points in concern. (This is why we used the definition from Eq. 16.80 and not the one based on the mutual information.)

Other heuristics may be used too. The problem with all of them is that up to now no immediate evaluation of their effect on the result has been possible, specifically with respect to the savings in the algorithmic complexity of the total procedure.
The result of this selection step is a list \( \{(r', c'), (r'', c''), w\} \) of candidate pairs with their coordinates in the right and left images and the weight of the correspondence as additional attribute.

### 16.5.4 Robust Estimation for Determining the Spatial-Mapping Function

The preliminary correspondences now have to be compared to see whether they are consistent with some model. The most general model applied here could be a local smoothness constraint that should hold almost everywhere (Barnard and Thompson, 1980; Terzopoulos, 1986b). The application of a finite-element description of the spatial-mapping function would be particularly appropriate. In order to demonstrate the principle, we restrict our discussion to the same model as the one we used with intensity-based matching, namely, a linear geometric transformation between the images. The model can be expressed as the parallaxes \( p = r'' - r' \) and \( q = c'' - c' \) by Eq. 16.54.

The model is assumed to hold for the correct correspondences. Assuming that the random errors are small, we can treat \( r' \) and \( c' \) to be fixed, which is an acceptable approximation and sufficient in most cases. The parallaxes \( p_k \) and \( q_k \) of the corresponding point \( a \) are supposed to have the same weight.

The normal equations for the least-squares estimates have a special structure that can be exploited to reduce the numerical effort, namely,

\[
\begin{bmatrix}
\sum r_k^2 w_k & \sum r_k c_k w_k & \sum r_k w_k \\
\sum r'_k c'_k w_k & \sum c_k^2 w_k & \sum c'_k w_k \\
\sum r'_k w_k & \sum c'_k w_k & \sum w_k
\end{bmatrix}
\begin{bmatrix}
\hat{a}_1 & \hat{a}_2 \\
\hat{a}_3 & \hat{a}_4 \\
\hat{a}_5 & \hat{a}_6
\end{bmatrix}
= \begin{bmatrix}
\sum p_k r'_k w_k & \sum q_k r'_k w_k \\
\sum p_k c'_k w_k & \sum q_k c'_k w_k \\
\sum p_k w_k & \sum q_k w_k
\end{bmatrix}
\tag{16.85}
\]

with the residuals

\[
n_k = \begin{pmatrix} n_p \\ n_q \end{pmatrix}_k = \begin{pmatrix} \hat{a}_1 & \hat{a}_2 \\ \hat{a}_3 & \hat{a}_4 \end{pmatrix} \begin{pmatrix} r' \\ c' \end{pmatrix}_k + \begin{pmatrix} \hat{a}_5 & \hat{a}_6 \end{pmatrix} - \begin{pmatrix} p \\ q \end{pmatrix}_k \quad k = 1, \ldots, l \tag{16.86}
\]

We may obtain an estimate for the variance factor

\[
\hat{\sigma}_o^2 = \frac{1}{2l - 6} \sum_k n'_k n_k w_k \tag{16.87}
\]

which, together with the inverse \( Q = N^{-1} \) of the normal equation matrix \( N \), can be used to determine the estimated standard deviation of the unknowns:

\[
\hat{\sigma}_{a_1} = \hat{\sigma}_{a_4} = \hat{\sigma}_o \sqrt{Q_{11}} \\
\hat{\sigma}_{a_2} = \hat{\sigma}_{a_5} = \hat{\sigma}_o \sqrt{Q_{22}} \\
\hat{\sigma}_{a_3} = \hat{\sigma}_{a_6} = \hat{\sigma}_o \sqrt{Q_{33}} \tag{16.88}
\]

With the contribution \( h_k \) of each observation \( p_k \) or \( q_k \) to the determination of the six unknowns

\[
h_k = \begin{pmatrix} r_k' & c_k' \end{pmatrix}^T \cdot Q^{-1} \cdot \begin{pmatrix} r_k' & c_k' \end{pmatrix} \cdot w_k \tag{16.89}
\]

we obtain (cf. Huber, 1981; Förstner, 1987) the standard deviation of the residuals

\[
\hat{\sigma}_{n_p} = \hat{\sigma}_{n_q} = \hat{\sigma}_o \sqrt{\frac{1 - h_k}{w_k}}
\]

which are used for the evaluation of the correspondences.
This estimation procedure leads to correct results only if the true correspondences are known. Actually we have no information on which of the elements in the list of preliminary correspondences is correct. But we can now define precisely what we mean by consistency:

1. The true correspondences should fulfill the geometric model. The wrong correspondences therefore can be treated as outliers with respect to the geometric model.
2. The true correspondences should form a one-to-one mapping.

We will exploit the requirement on the geometric consistency first. One obvious possibility is to assume either

\[ A : \ n_k \sim N(o, \sigma_k^2 I_2) \quad \text{with probability } 1 - \epsilon \]

or

\[ B : \ n_k \sim U[-L, +L] \ast U[-L, +L] \quad \text{with probability } \epsilon \]

Case \( A \) states that the parallaxes follow a normal distribution with zero mean and a small standard deviation; thus the two points concerned are corresponding ones. Case \( B \) states that the parallaxes come from a broad distribution, namely, a uniform distribution with a large \( L \); thus the two points are not corresponding. The probability density function of the standardized true residuals \( t = n_k / \sigma_n \) or \( t = n_q / \sigma_n \) can then be stated as

\[ f(x) = (1 - \epsilon) \cdot \phi(x) + \epsilon \cdot H(x) \]

which is a narrow density function with heavy tails. This gives rise to a robust estimation. The maximum-likelihood estimate can be approximated by the sum of

\[ \sum_k \rho \left( \frac{n_k}{\sigma_k} \right) \rightarrow \min \]

with \( \rho \) being a nonconvex function. (Here \( \rho \) should not be confused with the correlation coefficient used above.) With the method of modified residuals (cf. Huber, 1981), the solution can be found by iteratively weighting down the residuals, with the weight function \( w(x) = \rho'(x)/x \) being of the form

\[ w(x) = e^{-x^2/2} \]

The idea is that large residuals, indicating wrong correspondences, are weighted down in the course of iterations.

Only for convex minimum functions \( \rho(x) \) is convergence guaranteed if the problem is linear (for a more precise statement of these conditions, cf. Huber, 1981).
Therefore the first few iterations should be performed with a convex function \( \rho(x) \), which leads to a weight function

\[
w(x) = \frac{1}{\sqrt{1 + x^2}}
\]

Including the iterative adaptation of the variance factor, the total procedure is as follows:

1. Choose initial values for the parameters \( a_j^{(0)}, j = 1, \ldots, 6 \), say \( 1, 0, 0, 1, 0, 0 \), and the weights \( w_k^{(0)} \) (cf. the discussion above). Set the iteration number \( \nu = 0 \).

2. Solve the weighted least-squares problem according to Eqs. (16.85) to (16.89), which specifically leads to new estimates \( a_j^{(r+1)}, n_k^{(r)}, \hat{o}_j^{(r)}, \) and \( h_k^{(r)} \).

3. Update the weights according to

\[
w_k^{(r+1)} = w_k^{(r)} \cdot w \left( \frac{|n_k^{(r)}| \cdot \sqrt{w_k^{(r)}}}{c \cdot \hat{o}_j^{(r)} \cdot \sqrt{1 - h_k^{(r)}}} \right)
\]  

(16.90)

Use the weight function \( w(x) = 1/\sqrt{1 + x^2} \) during the first few (3) iterations; use the weight function \( w(x) = e^{-x^2/2} \) for the last two or three iterations; \( c \) should be in the range between 1.5 and 2.5.

4. If the change of \( \hat{a}_j \) is less than a certain percentage, say 0.1, of their standard deviation, then stop; otherwise, increase \( \nu \) by 1 and go to 2.

The results of this robust estimation are parameters \( \hat{a}_j \), which in general are close to the true ones and thus are not influenced by the wrong correspondences. In addition, we get weights that—owing to the fast falloff of the exponential function—are practically zero for clearly wrong matches and are significantly less than the original weights. Therefore all correspondences with weights \( w_k^{(r)} \) that are significantly less than the original weight \( w_k^{(r)} \)—for example, \( <0.1w_k^{(r)} \)—are rejected and excluded from the following steps.

Though the remaining correspondences now are consistent with the geometric model they need not be unique, as nearby points or image features that are similar to the same points or image features in the other image might still remain. The deviations from the geometric model now intuitively can serve as a criterion for finding a one-to-one mapping: The list of correspondences keeps those which have the smaller—possibly weighted—residual. With these a final least-squares fit for determining the parameters of the geometric model is performed. In this estimation process one must use the original weights, not taking into account the weighting function or the possibly used uniqueness factors. This is necessary if we want to evaluate the final result by using statistical techniques. The robust estimation thus is used only for finding a good hypothesis for the match. An example is given in Fig. 16.12.
16.5 Robust Estimation for Feature-Based Matching

Figure 16.12 Result of the feature-based matching procedure. The points automatically selected in the original images (a) and (b) are shown in (c) and (d). The final correspondences are indicated by circles in (e) and (f). Correspondences with residuals $> 2$ pixels are indicated by crosses.

Transformation:

\[
\begin{bmatrix}
  x_2 \\
  y_2
\end{bmatrix} = \begin{bmatrix}
  0.818 & -0.033 \\
  0.000 & 1.015
\end{bmatrix} \begin{bmatrix}
  x_1 \\
  y_1
\end{bmatrix} + \begin{bmatrix}
  10.0 \\
  -5.7
\end{bmatrix}
\]
16.5.5 Evaluating the Final Result

The result of the previous step, namely, finding the most likely parameters of the mapping function or a one-to-one mapping of the extracted features, finally has to be evaluated. This evaluation is necessary

- to be sure the solution is correct;
- to have quantitative measures for the quality of the parameters and the parallaxes to be used in the following steps.

These requirements motivated the strict separation between hypothesis generation (robust estimation) and hypothesis testing after final parameter estimation using least squares: As the least-squares principle is a special case of the maximum-likelihood principle for Gaussian-distributed random errors, we can use the derived density functions of the estimation processes and apply classical hypothesis tests to evaluate the result:

1. A global check whether data and model are consistent uses $\Omega$, the sum of the squared residuals where the sum is taken over all accepted correspondences.

   The ratio $\frac{\Omega}{\sigma_0^2}$ distributed with $\chi^2_{2m - 6}$ degrees of freedom. The denominator is the variance factor used for determining the weights. In case one were to use unit weights in the last estimation step, the ratio

   $$\frac{\hat{\sigma}_0^2}{(2m - 6)}$$

would be an estimate for the average parallax if a linear transformation really held. It could be compared with an expected value $\sigma_0^2$ of 1/2 pixel, say, using a Fisher test:

   $$\frac{\hat{\sigma}_0^2}{\sigma_0^2} \approx F_{2m - 6, \infty}$$

If the global test is rejected, one may conclude that the model is oversimplified or the data are much worse than expected. Without further testing, no hint is given on the cause of the rejection. If one is not certain about the a priori value $\sigma_n$, one may assume $\sigma_n$ to be the result of a previous estimation step and assume a limited number $m' < \infty$ of degrees of freedom in the Fisher distribution. This leads to larger critical values $F_{2m - 6, m', \alpha} > F_{2m - 6, \infty, \alpha}$, and thus to a more conservative test (cf. Spiegelhalter, 1985).

2. The precision of the estimated parameters can be determined in the usual way. Also the precision of the parallaxes may be determined as $\sigma_{p_k} = \sigma_{q_k} = \sigma_0 \sqrt{h_k}$.

3. The result can be termed reliable only if enough points are used to determine the spatial-mapping function and if they are distributed well enough that the result is not sensitive to errors in the correspondences. When leaving one correspondence out of the estimation, the effect on the result should be small. This maximum influence on one of the parameters $a_i$ is bounded by

   $$\Delta_i a_i \leq \frac{1}{1 - h_k} \sqrt{n_k n_k \cdot h_k \cdot q_{ii}}$$
with $h_k$ from Eq. (16.89), $n_k$ from Eq. (16.86), and $q_{ik}$ again being the diagonal element of the inverse $Q = N^{-1}$ (for the derivation, see Förstner, 1987), with $1 - h_k$ being identical to the redundancy number $r_k$.

4. The previous measures refer only to the extracted features, not to the original image. A final check could measure the correlation coefficient (similar to Eq. 16.35) after one has rectified the left image. This projection of one image into the other is the decisive check on the correctness of the matching, as all available information is exploited. Of course a wrong match due to repetitive patterns cannot be detected this way, a limitation common to all tests relying only on the image content. Such errors can be detected only if new information that has not been used in the image-matching step becomes available.

We finally have arrived at describing the match of the two images both by a set of corresponding image features, namely, distinct points, and by a mapping function, enabling one to determine the deformation field at each position.

16.6 Structure from Stereo by Using Correspondence

Now we deal with a special application of image matching. We discuss procedures for recovering the three-dimensional structure of objects from image pairs. This forms a link to Chapter 14 on analytic photogrammetry, where the basic relations were worked out. We assume that the interior orientation of the cameras is determined by some calibration procedure. It could be based on a set of targeted control points given in object space. These targets in the image could be located by the intensity-based matching procedure discussed in Section 16.3. We also assume that at least the relative orientation of the two cameras is known. It could be determined from a set of ($\geq 5$) matched image points. For reasons of stability at least five groups of points should be used (Förstner, 1987), which in general requires no great additional effort. If only the relative orientation is known, we can derive three-dimensional coordinates of the object in a local coordinate system that has an arbitrary origin, orientation, and scale. If in addition some ($\geq 3$) given points have been identified in the images, we can determine the exterior orientation of the cameras.

16.6.1 Epipolar Geometry

Image matching can be tremendously simplified if the relative orientation is known, as the two-dimensional search space is reduced to a one-dimensional one by the so-called epipolar geometry inherent in the oriented image pair. Figure 16.13 shows the general setup of two cameras. The projection centers $O'$ and $O''$ form the baseline of length $b$: the principal points $H'$ and $H''$ are assumed to be the origin of the two image coordinate systems $(u',v')$ and $(u'',v'')$, derived from the pixel coordinates $(r',c')$ and $(r'',c'')$ by using the interior orientation. The object point $P(x,y,z)$ then is mapped into $P'(u',v')$ and $P''(u'',v'')$ in the image planes $\mu'$
Figure 16.13 Epipolar geometry of a general image pair: image planes $f'$ and $f''$, projection centers $O'$ and $O''$, principal points $u'$ and $u''$, image coordinate systems $(u', v')$ and $(u'', v'')$, baseline $b$, epipolar plane $e(P)$, epipolar lines $e'(P)$ and $e''(P)$, and epipoles $F'$ and $F''$.

and $\mu''$. Because of the geometric model of the perspective projection—specifically the collinearity condition—the five points $P, O', O'', P'$, and $P''$ lie in one plane, the so-called **epipolar plane** $e(P)$ associated with $P$. The intersection lines of $e(P)$ with $\mu'$ and $\mu''$ result in the two **epipolar lines** $e'(P)$ and $e''(P)$ associated with $P$. For points $P_1$ not sitting in the same epipolar plane, we obtain different pairs of epipolar lines. All epipolar planes form a pencil of planes passing through the baseline $b = (O'O'')$. The epipolar lines intersect in the **epipoles** $F'$ and $F''$, which are the intersection of the baseline $b$ intersects with the image planes $\mu'$ and $\mu''$, respectively. Thus in general epipolar lines are not parallel.

The main advantage of these geometric relationships is that the epipolar plane $e(P)$ is defined by $P', O'$, and $O''$. Thus when only one image point is given, the epipolar line $e''(P)$ is fixed and $P''$ must sit on this line. Therefore search is necessary in only one dimension. **The epipolar line constraint is the strongest constraint in image matching and should be used as soon as available.** Specifically it is independent of the shape of the object.

**Remark:**

The epipolar line constraint holds as long as the lens distortions are not too large to be negligible or, more generally, as long as the perspective projection can be modeled by a projective projection, where straight lines in object space map into straight lines in image space. This includes the affine distortion caused by different pixel distances in row and column directions. For high-precision applications the lens distortion (part of the interior orientation) has to be determined and taken into account to correct the observed image (pixel) coordinates in order to exploit the epipolar constraint as a crisp geometric condition. If one does not perform a
reduction of the observed pixel coordinates for lens distortion, the point $P''$ corresponding to $P'$ still has to sit on a line that, however, is not straight anymore. In the following we want to neglect possible deviations from the ideal geometry.

If the images are in "normal" position, the determination of epipolar lines reduces to triviality (cf. Fig. 16.14): If the image planes $\mu'$ and $\mu''$ are identical and parallel to $b$, the epipolar lines $e'$ and $e''$ are parallel to $b$. Thus the search space for $P''$, given $P'(x', y')$, is the line $y = y'$.

### 16.6.2 Generation of Normal Images

It may be useful to rectify evaluation image pairs such that the geometry of a normal image pair can be exploited both for correspondence and for determining the three-dimensional coordinates of object points. Though this advantage cannot be exploited when three or more images are used, it has great computational advantages in the special case of two images, as this rectification has to be performed only once. The method for rectifying the images given below is independent of the representation used for the given pose of the two cameras. It uses the fact that any perspective projection is a projective projection. The principal idea is to replace the images in planes $\mu'$ and $\mu''$ by images in plane $\nu$, while keeping the geometry of the bundle of rays spanned by the points in $\mu'$ and $\mu''$ and the projection centers $O'$ and $O''$. Figure 16.15 shows the planes $\mu'$ and $\mu''$, the new plane $\nu$, and the images $P', P'', P'_e$. 
and \( P'' \) of \( P \). The procedure has to guarantee that \( P' \) maps into \( \overline{P} \). Four points in each image are sufficient. The procedure follows:

1. Choose a plane \( \nu \) parallel to \( b \). This fixes the focal length \( f \) of the normal images. Choose the new image coordinate systems \((x',y')\) and \((x'',y'')\) with origins \( \overline{K}' \) and \( \overline{K}'' \), where \( x' \) is parallel to \( x'' \), which is parallel to \( b \), and where \( \overline{K}' \) and \( \overline{K}'' \) are the principal points of the new images and \( \overline{K}'O' \) is parallel to \( \overline{K}''O'' \), which is parallel to \( \nu \). Choose a common pixel spacing in the normal images.

2. For each of the images:
   a. Choose four points well distributed over the new image, for example, forming a square. The coordinates are \((x_i,y_i), i = 1,\ldots,4\), measured in pixels of the normal image.
   b. Project the four points into the original image, using the known pose of the cameras. This yields four coordinates \((u_i,v_i), i = 1,\ldots,4\).
   c. Solve the equation system
      \[
      (g x_i + h y_i + 1) \cdot u_i = a x_i + b y_i + c \\
      (g x_i + h y_i + 1) \cdot v_i = d x_i + e y_i + f 
      \]
      which is linear in the parameters \( a \) to \( h \) of the projective transformation
      \[
      (u,v) = T(x,y;a,\ldots,h) 
      \]
   d. Rectify the original image. Each pixel \((x_j,y_j)\) in the normal image deter-
mines its position \((u_i, v_i)\) in the original image and derives its intensity value by resampling (linear or higher order).

For this discussion we now assume such normal images to be available.

### 16.6.3 Specializing the Image-Matching Procedures

In the preceding sections we assumed that no geometric relation between the two images was known. Moreover, we approximated the nonlinear mapping between the images by a linear transformation with six parameters (cf. Eqs. 16.54 and 16.55). We now know that the \(y\)-coordinates \(y'\) and \(y''\) of corresponding points are equal. Thus the complete model reads as

\[
\begin{align*}
x' &= a_1 x'' + a_2 y'' + a_3 \\
y' &= y'' \\
g' &= h_1 g'' + h_2
\end{align*}
\]

We need only five parameters. In an intuitive manner they correspond to depth \((a_1)\), to slope along the epipolar line \((a_1)\), to slope along the epipolar line \((a_2)\), and to brightness \((h_2)\) and contrast \((h_1)\) (cf. Fig. 16.15).

When using the intensity-based matching technique in Section 16.3, only the rows and columns 4 to 6 in Eqs. (16.56) and (16.57) have to be canceled. This is because the parameters \(a_4, a_5,\) and \(a_7\) do not have to be determined, owing to the epipolar constraint, and are thus eliminated from the estimation process. The normal equations (16.56) and (16.57) therefore are reduced to a \(5 \times 5\) linear equation system. The number of degrees of freedom reduces to \(m - 5\), changing the ratio \(1/(m - 8)\) in Eq. (16.58) to \(1/(m - 5)\).

The feature-based matching algorithm also uses the geometric model from above, but the selection of distinct points has to be modified: We are interested only in the \(x\)-parallaxes, as the \(y\)-parallaxes are zero. Instead of searching for local maxima of \(\sum_i f_i^2 + f_i^2\), we now only need to search for local maxima of \(\sum_i \sum_r f_i^2\).

These local maxima yield the centers of optimal windows whose size should be a minimum of three rows and five columns, which proves to be sufficient in good imagery. If accuracy greater than 1/2 pixel is necessary, larger windows should be used. The optimal point within the window is the weighted center of gravity from Eq. (16.16), but now the sum is evaluated over the entire window, which leads to more stable results.

**Remark:**

Maximizing \(f_i^2\) is equivalent to searching for the zeros of \(2 \cdot f_x \cdot f_{xx}\), and if \(f \neq 0\), it is equivalent to determining the zero crossings of the second derivative. But since \(f_x \neq 0\), the second derivative \(2 \cdot f_x^2 + 2 \cdot f_x \cdot f_{xx}\) of \(f_i^2\) reduces to \(2 \cdot f_x \cdot f_{xx}\), which is negative because the maxima of \(f_x^2\) are searched for. Thus spurious zero crossings of the second derivative are automatically excluded. Therefore the interest operator, reduced to one dimension, is equivalent to searching edges across the epipolar lines.
16.6.4 Precision of Three-Dimensional Points from Image Points

If we know the coordinates \((x', y')\) and \((x'', y'')\) of corresponding points in the normal images, the three-dimensional coordinates can easily be determined, as shown in Chapter 14. With the object-space coordinate system defined there, we have

\[
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix} = \frac{b}{x'' - x'} \begin{pmatrix}
  x' \\
  y' \\
  f
\end{pmatrix} + \begin{pmatrix}
  -b/2 \\
  0 \\
  0
\end{pmatrix}
\]

with the base length \(b\) and the focal length \(f\).

Following the line of thought of this chapter, we finally want to determine the precision of the three-dimensional coordinates. Instead of going to the general case with arbitrary orientation of the cameras, we want to restrict the discussion to the coordinates of this "normal model" of the object. If the right base \(b\) is chosen, the model is in the same scale as the object.

We first want to give the precision of the \(z\)-coordinate. With the parallax \(p = x'' - x'\), we have

\[
z = \frac{b \cdot f}{p}
\]

or \(p \cdot z = b \cdot f\), which results in \(z \, dp + p \, dz = f \, db + b \, df\), or if \(p, f\), and \(b\) are given, we have

\[
\frac{dz}{z} = \frac{db}{b} + \frac{df}{f} - \frac{dp}{p}
\]

Therefore we obtain the simple relation for the relative precision \(\sigma_z/z\):

\[
\left(\frac{\sigma_z}{z}\right)^2 = \left(\frac{\sigma_b}{b}\right)^2 + \left(\frac{\sigma_f}{f}\right)^2 + \left(\frac{\sigma_p}{p}\right)^2
\]

**Example 16.10**

Given

\[
\begin{align*}
  f &= 50\text{mm}, & \sigma_f &= 0.1\text{mm} \\
  b &= 200\text{mm}, & \sigma_b &= 0.1\text{mm} \\
  z &= 2 \text{ m} = 2000\text{mm} \\
  p &= fb/z = 5\text{mm} & \sigma_p &= 0.005\text{mm}
\end{align*}
\]

we have

\[
\left(\frac{\sigma_z}{z}\right)^2 = \left(\frac{1}{500}\right)^2 + \left(\frac{1}{2000}\right)^2 + \left(\frac{1}{1000}\right)^2
\]

\[
= \frac{16 + 1 + 4}{2000^2} = \frac{21}{2000^2}
\]

thus a relative precision of \(\sqrt{21/2000} \approx 1/400\), and so \(\sigma_z = \sqrt{21}\text{mm} = 4.5\text{ mm}\). Obviously the worst relative precision counts, which in this case is the focal length with 1/500 relative precision.
In the case of perfect calibration and orientation, the relative precision of $z$ reduces to
\[
\frac{\sigma_z}{z} = \frac{\sigma_p}{p}
\]
an extremely simple relation to remember. Using $z = fb/p$, we also obtain
\[
\frac{\sigma_z}{z} = \frac{z}{f} \cdot \frac{\sigma_p}{b}
\]
which relates the relative precision $\sigma/z$ of $z$ to the relative distance $z/f$, and the relative precision $\sigma_p/b$ of the parallax, measured in units of the baseline. The relative precision thus decreases linearly with distance of $p$.

Finally, we can use the parallactic angle $\alpha \approx \arctan(p/f)$ at point $P$ (cf. Fig. 16.16) to relate the relative distance precision to the angular error $\sigma_{\alpha} = \sigma_p/f$:
\[
\frac{\sigma_z}{z} = \frac{z}{b} \cdot \frac{\sigma_p}{f} = \cot \alpha \cdot \sigma_{\alpha}
\]
or for small angles $\alpha$,
\[
\frac{\sigma_z}{z} \approx \frac{\sigma_{\alpha}}{\alpha}
\]
Thus for angles not much larger than $\sigma_{\alpha}$, the relative precision of $z$ also is very low. This situation may easily occur in navigation applications, when the time interval between successive frames is short.

**Example 16.11**

The precision of $z$ under the conditions mentioned above, but with $f$ and $b$ error free, is
\[
\sigma_z = z \cdot \frac{\sigma_p}{p} = 2\text{mm}
\]
which obviously would be more than a factor 2 too optimistic if the orientation parameters \( f \) and \( b \) were uncertain. We can also derive the precision of depth differences \( h = z_2 - z_1 \) of two points of an object, which is given by

\[
h = z_2 - z_1 = f \cdot b \cdot \left( \frac{1}{p_2} - \frac{1}{p_1} \right)
\]

We obtain for \( z_1 \approx z_2 \approx z \), thus \( h/z \ll 1 \):

\[
\left( \frac{\sigma_h}{h} \right)^2 = \left( \frac{\sigma_f}{f} \right)^2 + \left( \frac{\sigma_b}{b} \right)^2 + 2 \left( \frac{z}{h} \right)^2 \left( \frac{\sigma_p}{p} \right)^2
\]

**EXAMPLE 16.12**

With the same assumptions as above, namely,

\[
\sigma_f/f = 1/500,
\]

\[
\sigma_b/f = 1/2000,
\]

\[
\sigma_p/p = 1/1000
\]

\[h = z/5 = 400\text{mm}\]

we obtain

\[
\left( \frac{\sigma_h}{h} \right)^2 = \left( \frac{1}{500} \right)^2 + \left( \frac{1}{2000} \right)^2 + 2 \cdot 25 \cdot \left( \frac{1}{1000} \right)^2 = \frac{16 + 1 + 2 \cdot 25 \cdot 4}{2000^2} = \frac{217}{2000^2}
\]

and thus

\[
\sigma_h = \sqrt{\frac{217}{2000^2}} \cdot 400\text{mm} \approx 3\text{mm}
\]

This is less than \( \sigma_z = 4.5\text{mm} \) from above.

Observe that the effect of the errors in \( f \) and \( b \) are negligible here, \( \sqrt{17}/2000^2 \) against \( \sqrt{200}/2000^2 \). The reason why the depth differences are much more precise is that possible errors in \( f \) and \( b \) cancel when taking the difference \( z_2 - z_1 \).
This result can be generalized for the case when all parameters of the pose are uncertain. The precision of the absolute depth depends strongly on the precision of the relative depth, or depth differences depend mainly on the parallax precision. Thus

\[ \frac{\sigma_h}{h} = \sqrt{2} \cdot \frac{\sigma_p}{p} \]

Nearly all other effects cancel. These results can easily be applied:

1. If the form of an object has to be determined, only relative depth is required. Thus most orientation errors cancel, and the precision of the form is determined by the accuracy of the parallaxes.

2. The same holds if one reference point in object space is given and the pose of the object has to be determined with respect to this (close) reference point.

3. However, if the pose of the camera has to be determined relative to some object, as in navigation, all orientation errors influence the overall accuracy. Thus all orientation parameters have to be determined with great care.

These are rules of thumb; a proper planning should apply a rigorous analysis.

Finally, we give the accuracy of the \( x \)- and \( y \)-coordinates of the point in object space:

\[
x = z \frac{x'}{f} - \frac{b}{2}
\]

\[
y = \frac{z \cdot y'}{f}
\]

Under the assumption \( \sigma_f = \sigma_b = 0 \),

\[
\left( \frac{\sigma_x}{x} \right)^2 = \left( \frac{\sigma_z}{z} \right)^2 + \left( \frac{\sigma_{x'}}{x'} \right)^2
\]

and

\[
\left( \frac{\sigma_y}{y} \right)^2 = \left( \frac{\sigma_z}{z} \right)^2 + \left( \frac{\sigma_{y'}}{y'} \right)^2
\]

**Example 16.13**

Figure 16.17(a) shows a stereo image pair taken with a photogrammetric stereo camera. The object is a model of an engine crank case. The task is to determine the object's surface along profiles in prespecified planes in order to provide the input for a CAD system, where the model is then processed further. The accuracy requirements are 0.4mm tolerance. In order to cover the complete surface, six stereo image pairs were taken. The orientation of the camera is determined on the basis of precisely measured targeted control points, partly visible in Fig. 16.17.

The baseline of the stereo camera is \( b = 0.8m \); the distance to the object is approximately 1.5m; the focal length \( f \) is 0.1m. Figure 16.17(b) shows a stereo image pair of the same object now illuminated with a texture projector to permit measurements over the complete surface.
Figure 16.17 (a) stereo pair; (b) illustrated by texture projects (c) three-dimensional (d) profile compression.
The images are digitized with a pixel size of 20µm. Interactively given an initial match, the profiles are automatically measured by using the differential approach discussed in Section 16.3 with the specific model of Section 16.6.3 (cf. Schewe and Förstner, 1986; Schewe, 1989). The result of the measured profiles of four of the six stereo image pairs is shown in Fig. 16.17(c). Figure 16.17(d) shows two pairs of profiles, one measured with the photogrammetric system including the automatic matching procedure, and the other measured with a classical mechanical three-dimensional measuring machine. The deviations mainly are below 0.2µm. Only at the edges of the surface does the photogrammetric system produce a certain amount of blending, which is due to the limitation of the model.

Exercises

16.1. Image matching, in contrast to object reconstruction, should be used only if a geometric transformation between the images is an appropriate representation of the model or if certain invariant low-level features can be found in the images of concern. Give examples for stereo tasks in which image matching is appropriate: (1) for the complete image content; (2) for 80% of the image content; and (3) for less than 50% of the image content shown in both images.

16.2. You want to determine the distance between two holes of an object by using a digital camera with an accuracy of 1:10000. Is this possible? Describe the mensuration design, the size of the camera used (in pixels), and the technique used for locating the hole (refer to Table 16.2).

16.3. Give practical examples for the different types of object surfaces discussed in Fig. 16.2.

16.4. (Reading study.) Study the papers of Barnard and Thompson (1980), Stockman (1987), Ohta and Kanade (1985), and Witkin, Terzopoulos, and Kass (1987): (1) What type of surfaces do they refer to when applied to image matching? (2) How do they achieve consistent results? (3) How far do the algorithms provide means for evaluating the final result?

16.5. (Computer study.) Use Example 16.1 and apply it to the models “shift and scale,” “shift + brightness + contrast,” “shift + brightness,” and all four parameters. Repeat the experiment with: (a) two ideal, noise-free ramp edges; (b) ramp edges with artificial noise (σn = 2); and (c) a noisy box with a shift that is not an integer. Generate the data using noninteger values for the geometric and radiometric transformation parameters. First use real numbers for the gray values, then use gray values rounded to integers. Compare the results with respect to the actual differences in the transformation parameters, the theoretical standard deviations of the estimates, assuming σn = 2, and the empirical standard deviation of the estimated parameters.
16.6. Name conditions such that the intensities $g'$ and $g''$ at the corresponding points of two images can be related reasonably well by

\[ g'(r', c') = g''(r'', c'') \]

or

\[ g'(r', c') = ag''(r'', c'') + b \]

Name typical situations in which these simple models do not hold (refer to Chapter 12 on illumination).

16.7. Name conditions such that extracted edges or edge points refer to the same object point when: (a) the camera is moving; and (b) the lighting conditions change. Name conditions such that extracted edges or edge points do not refer to the same object point when: (a) the position of the camera is changing; (b) the position of the light source is changing; and (c) the pose of the object is changing.

16.8. Under which conditions are two images enough for reconstructing the surface visible in both images? Under which conditions may a third image be of advantage? In which geometric relation should the three cameras be? Refer to Sections 16.3–16.6 and explain where the inability of matching possibly shows up. What objective criteria could be used to detect situations in which no image matching is possible with two and three cameras, respectively? (Hint: Analyze the matching ability in dependency on the type of texture, on the orientation of edges, and on the complexity of the object’s surface.)

16.9. The ratio $T = \frac{\Omega}{\sigma^2} = (m - 1) \cdot \frac{\hat{\sigma}_n^2}{\sigma_n^2}$ (cf. Eq. 16.14) is $\chi^2$-distributed with $m - 1$ degrees of freedom. The expectation and variance of $T$ is given by

\[ E(T) = m - 1, \quad V(T) = \sigma_{T^2} = 2(m - 1). \]

Prove Eq. (16.15). (Hint: If two stochastic variables are related by $s = \sqrt{T}$, then their standard deviations are approximately related by $s \approx \frac{1}{2} \sigma_{\sqrt{T}} \sqrt{E(t)}$. Apply this approximation to $t = \hat{\sigma}_n^2$ after having derived the variance of $\hat{\sigma}_n^2 = iT^2 \cdot \sigma_n^2/(m - 1)$. Stochastic variables are underscored.)

16.10. Estimate the weighted center of gravity of: (a) a smoothed step edge

\[ g_o(x) = \begin{cases} 
\frac{a}{c} \cdot x & 0 \leq x \leq c \\
0 & x < 0 \\
a & x > c
\end{cases} \quad (c \neq 0) \]

(b) a smoothed box

\[ g_b(x) = g_o(x + d) - g_o(x - d) \]

(c) a skew triangle

\[ g_c(x) = \begin{cases} 
\frac{a}{c} x + c & -a \leq x \leq 0 \\
a & x > c \\
0 & \text{otherwise}
\end{cases} \quad (a \neq 0, b \neq 0) \]

with the window $w$ not sitting symmetric to the signal and using integrals instead of sums $s : x_o = \int_w x \cdot f^{12}(x) dx / \int_w f^{12}(x) dx$ (see Fig. 16.18). Compare the center of gravity to the center of the window. Vary the window size and its position,
that is, the lower and upper bounds of the integrals. Repeat the comparison with sampled data.

16.11. Prove the precision of the weighted center of gravity to be identical to Eq. (16.9).

16.12. (a) Apply a second iteration to Example 16.1 (cf. Exercise 16.2). Evaluate the improvement in position with respect to the standard deviation of the shifts. Repeat the experiment for two profiles that differ by more than two pixels in position. Does the second (or a third) iteration significantly improve the result? (b) Assume two ramp edges of width \(d\) and arbitrary height being shifted by an amount \(> d\) with respect to each other. Explain why no solution for the shift can be obtained when using the differential approach. Where does this show up in the practical solution (use simulated data)? Compare the difference of the position of the weighted centers of gravity with the generated shift between the ramps. Comment on the results of (a) and (b) with respect to the rate and the range of convergency of the differential approach and its limitations and on the range of convergency of the feature-based matching techniques.

16.13. Use robust estimation for the shift of two profiles, one having one or two outliers. How does the robust procedure react (a) if the outliers are at a flat portion of the signal? (b) if the outliers are at an edge?

16.14. Generalize the subpixel estimate using correlation and its precision to two dimensions. (a) Show that the position can be obtained from

\[
(\hat{r}, \hat{c})' = (r_0, c_0)' - [H\rho|_{(r_0,c_0)}]^{-1} \cdot \nabla \rho|_{(r_0,c_0)}
\]

where \(H\rho\) and \(\nabla \rho\) are the Hessian and the gradient of \(\rho(r, c)\)

\[
H\rho = \begin{pmatrix}
\rho_{rr} & \rho_{rc} \\
\rho_{cr} & \rho_{cc}
\end{pmatrix}
\quad
\nabla \rho = \begin{pmatrix}
\rho_r \\
\rho_c
\end{pmatrix}
\]

evaluated at the integer position \((r_0, c_0)\), being the shift where the correlation coefficient is maximum. The gradient can be determined by using the Sobel operator, and the elements of the Hessian by using a similar convolution kernel. (b) Show that the covariance matrix of the estimated shift can be determined from

\[
D\left(\hat{r}, \hat{c}\right) = \frac{1}{m} \cdot \frac{1 - \rho_{12}}{\rho_{12}} \cdot \left[-H\rho|_{(r_0,c_0)}\right]^{-1} \cdot \Delta x^2
\]

16.15. How can the optical flow equation be generalized: (a) in the case of different brightness? (b) in the case of different brightness and contrast? (Hint: Refer to model Eq. 16.16 or use an appropriate function of the image densities.)
16.16. Specialize the estimate for a constant shift in two dimensions (Eq. 16.48) for binary images. Use logical operations. *(Hint:* \( f_r(r, c) \) and \( f_c(r, c) \) can only have the values \(-1, 0, \) and \(+1\). The positive part \( f_{r+} \) of \( f_r \) can be determined from \( f_{r+} = \{f(r, c) \text{xor} f(r + 1, c)\} \text{ and } f(r + 1, c) \}, \) while the negative part is \( f_{r-} = \{f(r, c) \text{xor} f(r + 1, c)\} \text{ and } f(r, c) \}, \) assuming \( 0 = \text{false and } 1 = \text{true. Thus, for example, the sum } S = \sum_{rc} f_r(r, c) \) can be split into \( S = S_+ - S_- \), with \( S_+ = \sum_{rc} f_{r+} \) and \( S_- = \sum_{rc} f_{r-} \).

16.17. Apply the interest operator to the images in Fig. 16.19. (a) Compare the center of the optimal window with the estimated point. (b) Vary the window size used and describe the effect on the optimal position of the window and on the estimated point within the window.

16.18. Show that the correlation matrix of the three windows in Fig. 16.20 is

\[
R = \begin{pmatrix}
1.000 & 0.033 & 0.199 \\
0.033 & 1.000 & 0.260 \\
0.199 & 0.260 & 1.000
\end{pmatrix}
\]

and the uniqueness is

\( u_1 = 4.077, \ u_2 = 2.868, \ u_3 = 2.122 \)

16.19. Apply the uniqueness measure to the symbol sequences "south," "north," and "august." The Levenshtein distances are

\[
D = \begin{pmatrix}
0 & 2 & 5 \\
2 & 0 & 6 \\
5 & 6 & 0
\end{pmatrix}
\]

Use the correlation function \( \rho_{ij} = 1/[1 + (d_{ij}/l_{\text{max}})^2], \) \( l_{\text{max}} \) being the maximal length of either symbol sequence, to show that the uniqueness of the three sequences is

\( u_1 = 0.136, \ u_2 = 0.161, \ u_3 = 0.697 \)
16.20. Refer to Chapter 14 (analytical photogrammetry) and assume two cameras in the normal case. The focal length is $f = 35\, \text{mm}$, the base length is $b = 1\, \text{m}$, the pixel size is $20\, \mu\text{m}$, and the distance to the object varies between 9 and 10m. The standard deviation of the parallaxes is 0.1 pixels. (a) How accurately can you determine the length $l$ of the object parallel to the basis? (b) Determine the standard deviation of the distance of a point relative to the cameras. (c) How accurately can the depth difference $d_1 - d_2$ of two points be determined? Assume $h = d_1 - d_2 = 1\, \text{m}$. What relative accuracy $\frac{\sigma_h}{h}$ can you achieve?
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